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Abstract

In this work, using an important result of Chen Guigiang and Su Bo
[7], we set a theorem about a global in finite time and local in space exis-
tence and uniqueness of a minimax viscosity solution in L* of the relativis-
tic Vlasov equation in Yang-Mills charged time oriented four dimensional
curved space-time with non-zero mass, therefore derive from it an opti-
mal control problem. To our knowledge, the method used here to derive
an existence theorem is original and totally different from the ones used to
solve similar problems.

Keywords: relativistic Vlasov equation, viscosity solution, minimax
solution, L* solution, optimal control problem
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Résumé

Partant d'un important résultat de Chen Guiqgiang et Su Bo établi dans
[7], nous donnons un théoréme d’existence globale en temps fini et local
dans l'espace d"une solution minimax de viscosité, avec des données ini-
tiales dans L™, de 1’équation relativiste de Vlasov, dans un espace temps
courbe avec une charge de Yang-Mills, pour des particules de masse non
nulle. De ce résultat d’existence, on en déduit un probleme de contrdle
optimal. Cette approche est nouvelle relativement a d’autres approches
utilisées pour résoudre des probléemes similaires.

Mots clés: équation relativiste de Vlasov, solution de viscosité, solution
minimax, solution L®, probleme de controle optimal
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Introduction

The main purpose of this study is to give a global in finite time and
local in space existence and uniqueness result about a generalized solu-
tion in L*, minimax viscosity solution, of the relativistic inhomogeneous
Vlasov equation in a curved space time in which a Yang-Mills potential is
given, and then we derive from it an optimal control problem. All these
results are based on the transformation of the relativistic Vlasov equation
into a Hamilton-Jacobi type equation.

The main purpose of this work comes from our will to bring forward
another method to study the relativistic Vlasov equation and also for the
requirements to have a valid solution for all positive times and at all points
of space or at least in a given domain, and be doing so it may open a
door to other use of the relativistic Vlasov equation. Let us remark that
the above requirements are not generally ensured by classical methods.
Classical methods are generally possible in a local sense, and then the do-
main of existence is very restricted. On the other hand, it is yet impos-
sible to range all the applications of Hamilton-Jacobi equations. But the
Hamilton-Jacobi equations are intimately related to the problem of calcu-
lus of variations through the Hamiltonian or Lagrangian, control theory,
to numerical methods and artificial viscosity, refer to [6]; with this work
all theses possibilities are now offered for the relativistic Vlasov equation.

viil



Introduction

It may be possible now to define an optimal control problem in which the
value problem is the solution of the relativistic Vlasov equation in order to
increase or reduce the value of the probability of presence of particles in a
given volume.

Many studies have been made by several authors about a similar topic,
with different significant results. Let us recall some of these contributions.
Choquet-Bruhat and Noutchegueme in [9] studied the Yang-Mills Vlasov
system using the method of characteristics, they obtained a local in time
existence result; the method was complicated due to the introduction of
weighted functional spaces that required many energy estimates. In [10],
Choquet-Bruhat and Noutchegueme studied the Yang-Mills-Vlasov sys-
tem only for the zero mass particles case, using a conformal invariant of
system to prove a global existence theorem only in Minkowski space-time
for small initial data. Noutchegueme and Noundjeu in [32] proved a local
in time and global in space existence theorem for the Yang-Mills-Vlasov
system in temporal gauge with current generated by a distribution func-
tion that satisfies the Vlasov equation, but still using the method of charac-
teristics and where many energy estimates were also required. Wolfgang
in [41] obtained a local existence result and uniqueness of solution of the
Vlasov equation, but in the absence of the electromagnetic field, still using
the method of characteristics. The natural question which may come up is
why another method among all this relevant results?

Many reasons have motivated the present work. Comparatively to the
methods used above, the present method is particular by his simplicity,
and the approach is original. We study this problem by a global method.
In contrary to classical methods, for instance the method of characteristics,
which are local in nature and in which the domain of definition of the solu-
tion is generally severely restricted by the nature of the problem, as is the
case for this work, global methods produce solutions defined in the whole
given domain, and present sometimes interesting properties. In this work
we are interested by three particular generalized methods: the viscosity
method of first order equations of Hamilton-Jacobi type in Section 2.1,
the minimax solution of first order equations of Hamilton-Jacobi type in
Section 2.2, and discontinuous solutions in L for Hamilton-Jacobi equa-
tions in chapter III. All these methods present many interesting properties,
among them the possibility to obtain existence and uniqueness criterion.
In particular the viscosity method for first order equation of Hamilton-
Jacobi type, initiated by M. Crandall and Lions [18, 17] and the influen-
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Introduction

tial monograph [29], provides an extremely convenient partial differential
tools for dealing with the lack of smoothness of the valued problem arising
in the domain of optimization problems.

The second motivation is to extend the result of Ayissi and Noutchegue-
me in [2] to the inhomogeneous relativistic Vlasov equation.

This last point brings out another motivation of this work : the in-
troduction of an optimal control problem. The method adopted in this
work is intimately related to the viscosity method of first order equation
of Hamilton-Jacobi type, and this one permits to deduce an optimal con-
trol problem.

This work is made of five chapters. The method of characteristics of
tirst order partial differential equation is presented in Chapter I. In Chap-
ter II, we present the viscosity method of first order equation of Hamilton-
Jacobi type in Section 2.1, the minimax solution of first order equation of
Hamilton-Jacobi type in Section 2.2. The research on minimax solution
employs methods of nonsmooth analysis, Lyapunov functions, dynamical
optimization and the theory of differential games. In order to present the
minimax solution theory, we have given some important definitions and
issues. The purpose here is to cover all the methods of investigation of
solution used in this work.

In Chapter III, made of four sections, the theory of discontinuous L*
solutions for Hamilton-Jacobi equations is presented. This theory origi-
nated from ideas of Chen Quiqiang and Su Bo [7], contains an important
result, which is in the core of this work.

Chapter IV is devoted to the relativistic Vlasov equation, and is orga-
nized into ten sections. Here an effort is made to present gradually all
the concepts involved in this equation. In Section 4.8 all the assumptions
made in this work are displayed. In Section 4.9 we show how the relativis-
tic Vlasov equation is transformed into an Hamilton-Jacobi type equation
in order to use it further, this feature is new, because it has never been
done in another work mentioned here, except partially in [2]. With this
transformation, we give a time and space existence theorem, which is a
new result and enlarges the usefulness of this one.

In Chapter V the corresponding Hamiltonian related to the relativis-
tic Vlasov equation, obtained in Chapter IV, is studied to verify some as-
sumptions, denoted (B) of this work. Note that the method of study of this
Hamiltonian is presented in Section 3, based on [7]. The main existence
theorem of this work is given in Section 5.3 . The optimal control problem

X
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and its outline are settled in the last sections.
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CHAPTER 1

Preliminaries

The purpose of this chapter is firstly to recall, without proofs, some
important and fundamental theorems that will be used in the sequel. Sec-
ondly we give a brief explanation of the method of characteristics, which is
a classical method to solve first order nonlinear partial differential equa-
tions (PDE) by converting them into an appropriate system of ordinary
differential equations (ODE). The following ideas come from [14], [15], [11]
and [8].

1.1 Some important definitions and theorems

In order to make this work self-contained, we give here without proof
some classical results.

Let U C R" be open and bounded, and let oU its boundary, k &
{1,2,... }.



1.1. Some important definitions and theorems

Definition 1.1. We say that 9U is C* if for each point x° € 9U there exists
r > 0 and a C¥ function 7 : R"~! — R such that - upon relabeling and
reorienting the coordinates axes if necessary- we have

UNB (xo,r> = {x € B (xo,r> | > 'y(xl,...,xn_l)}.

Assume oU be CF. We will need to change coordinates near a point of
oU so as to flatten out the boundary. Fix x% € 9U, and choose r, and v as
above. Define then

yi=x:=® (x) (i=1,...,n-1)
Yn =Xn— v (x1,...,x5-1) = D" (x),

and write
y=(1,.-.,Yyn) =D (x).

Similarly, we set

{xi:yi::‘f’i(y) (i=1,...,n—-1)
Yn = Yn =Y W1 Yn-1) = X (Y),
and write
y=Y ().
Then ® = ¥, and the mapping x + ® (x) = y straightens out 9U near
x0. Observe also that det® = det¥ = 1.

Now let U C IR" be an open set and suppose f : U—=R"is C!,
f=("1....f"). Assume xo € U, z9 = f (o).
Notation 1.1. We write

Df = ,
f;ll f)IC/ln
o(fL,..., f"
Jf(x,) = detDfj,_y, = ‘H
) |




1.1. Some important definitions and theorems

Theorem 1.1 (Inverse Function Theorem). Assume f € C' (U;R") and

Jf (x0) # 0.

Then there exist an open set V. C U, with xg € V, and open set W C R", with
zg € W, such that

(i) the mapping
f:V—W

is one-to-one and onto, and

(ii) the inverse function

fFLw—v

in Cl.

(iii)) If f € Ck, then f1 € CK(k=2,...).
Proof. See [14]. H

Notation 1.2. Let n, m be positive integers.
We write a typical point in R"*™ as

(x,y) = (X1, -, X, Y1, -, Ym)

forx ¢ R",y € R™
Let U C R"* be an open set and suppose f : U—R" is C!,

f=(f...,f™) . Assume (x,y0) € U, zo = f (x0,Y0)-
Theorem 1.2 (Implicit Function Theorem). Assume f € C* (U; R™) and
Jyf (x0,y0) # 0.

Then there exists an open set V. C U, with (xo,yo) € V, an open set W C R",
with xo € W, and a C! mapping ¢ : W —=R"™ such that :

i) g(x0) = yo,
i) frg(x) =20 (x€W),
iii) if (x,y) € Vand f(x,y) = zo, theny = g (x),
iv) if fe Ck thenge Ck (k=2,...).
The function g is implicitly defined near xy by equation f(x,y) = zo.

3



1.1. Some important definitions and theorems

Proof. See [14]. H

Theorem 1.3 (Rademacher’s Theorem). Let u be a locally Lipschitz continu-
ous function in U. Then u is differentiable almost everywhere in U.

Proof. See [14]. ]

Theorem 1.4 (Arzela-Ascoli Compactness Criterion). Suppose that { fi} 1oy
is a sequence of real-valued functions defined on R", such that

lfik(x)] <M, VxeR"

for some constant M, and {fy}.._, are uniformly equicontinuous. Then there
[e9)

exist a subsequence { fk]} - C {fx} oy and a continuous function f, such that
=

fe,—=f uniformly on compact subsets of R".

Proof. See [14]. H

Theorem 1.5 (Lebesgue Density Theorem). Let p : B (R") — [0, 00] be
a Radon measure and let E C R"™ be a Borel set, where B (R") is the Borel
o—algebra on R". Then there exists a Borel set M C R", with u (M) = 0, such
that for every x € R" \ M,

u(B(x,r)NE)

rinm uw(B(x,r) Xe (%),
where X is the characteristic function of E.
Proof. See [15]. O

Definition 1.2. A point x € E for which the previous limit is 1 is called a
point of density 1 for E.
More generally, for any ¢ € [0, 1] a point x € IR” such that

im  H (B(x,r)NE)
r—=0t MU (B (x,r))

=t

is called a point of density t for E.




1.1. Some important definitions and theorems

Theorem 1.6 (Lebesgue Differentiation Theorem). Let f : R" —1R be lo-
cally summable.
(i) Then for a.e. point xy € R",

rin-o B (X(), 7’) /B(xo,r) fax=f (XO) .

(ii) In fact, for a.e. xo € R",

lim _1 /B(mr) |f (x) — f(x0)| dx = 0. (1.1.1)

r—=0 B (xq, 1)
Proof. See [14]. O

Definition 1.3. A point x at which (1.1.1) holds is called a Lebesgue point
of f.

Lemma 1.1 (Gronwall’s inequality -differential form). (i) Let# (-) bea non-
negative, absolutely continuous function on [0, T|, which satisfies for a.e. t
the differential inequality

() <@ (B () +y () (1.12)

where ¢ and  are nonnegative, summable functions on [0, T|. Then

n(t) < oo $(s) ds {17 (0) + /Ot P (s) ds] (1.1.3)

forall0 <t <T.
(ii) In particular, if
' <¢n andy(0) =0,
then
n=~0on[0,T].
Proof. See [14]. m
Lemma 1.2 (Gronwall’s inequality —integral form). (i) Let ¢ be a nonneg-

ative, summable function on [0, T| which satisfies for a.e. t the integral
inequality

Z(t) < C /Otcj(s) ds + Cy (1.14)

5



1.1. Some important definitions and theorems

for constants C1,Cy > 0. Then

& (1) < Gy (1+Cytet)
forae 0<t<T.
(ii) In particular , if
t
ty<C d
JOESSYRHOPE

fora.e. 0 <t <T,then

¢(t) =0ae.
Proof. See [14]. O

Lemma 1.3 (Gronwall’s Lemma). Let us consider a function x : [a,b] —R"

satisfying
X (1) < vylx ()] +c(t) ae, te€]lalb],

where vy is a nonnegative constant and where ¢ (-) € L' [a, b], the space of inte-
grable function from [a, b] to R. Then, for all t € [a, b], we have

t
Ix (t) — x (a)] < (e"Y(t_“) . 1) Ix (a)] + / eYt=9)c (s) ds.
a
If in particular the function c is constant and -y > 0, then

x(8) =% (@)] < (77 =1) (Jx (@) +c/7).
Proof. See [11]. ]

Theorem 1.7 (Cauchy-Lipschitz theorem or Picard’s Theorem). Let us con-
sider the ordinary differential equation (E):

() {%xa) = f(tx (1))

X (to) = XQ.

where
f + U—=R" is continuous and locally Lipschitz with respect to its variable
belonging to R", U C R x R" is an open subset, (t, xg) € U.

Then (E) admits a unique maximal solution of class C'.

6



1.1. Some important definitions and theorems

Proof. See [8]. O

We consider now a similar case to the previous one, where f : R x
R" —IR". Let us consider the following ordinary differential equation

(CE) {%x(t) = f(tx (1)

x (tg) = xo.

We consider that a solution x () of (CE) is an absolutely continuous
function x : [a, b] —R", in which the derivative with respect to ¢, satisfies
(CE).

Theorem 1.8. Suppose that f is continuous, and let (tp, xo) € R x R" be given.
Then the following hold :

1. there exists a solution of (CE) on an open interval |ty — 0, to + [, for some
0 > 0 satisfying x (tp) = xo,

2. if in addition, we assume that there exist non negative constants A and 0
such that
[f (LX) <Afx|+6 V(tx),

then there exists a solution of (CE) in R such that x (ty) = xo,

3. moreover if f is locally Lipschitz, then there exists a unique solution of
(CE) on R such that x (ty) = xo.

Proof. See [11]. ]

A first-order nonlinear partial differential equation (PDE) is an expres-
sion of the form
F(x,u,Du) =0 (1.1.5)

where x € U and U is an open subset of IR". Here

F:UxRxR'—TR

is given, the function u : U—R, in C! (U), is the unknown, u = u (x)
and
Du = (du/9xy,...,0u/oxy)

the gradient.




1.2. Derivation of characteristic ODE

Let us write
F=F(x,z,p) =F(x1,...,Xn,2,P1,---,Pn)

forxrel,ze R, peR"

Thus z is the variable for which we substitute u (x) ,and p is the name of
the variable for which we substitute the gradient Du (x). We also assume
that F is smooth, and we set

D,F = (Fpy,...,Fp)
DzF — FZ
DxF — (Fxl,...,Fxn)
WhereFPi:g—’i,inzg—;anszzg—g (i=1,2,...n).
We study here the nonlinear first-order PDE. (1.1.5) is subject to the

boundary condition
u=g onl, (1.1.6)

where I' C dU and g : ' —1R are given. We suppose that F and g are
smooth functions.

1.2 Derivation of characteristic ODE

We develop here the method of characteristics, which allows to study
(1.1.5), (1.1.6) by converting the PDE into an appropriate system of ordi-
nary differential equations. We would like to calculate u (x) by finding
some curve lying within U, connecting x with a point x’ € T and along
which we can compute u. Since (1.1.6) says u = g on I', we know the value
of u at the one end x.

Let us suppose that this curve is described parametrically by the func-
tion x (s) = (x1 (s),...,x" (s)), the parameter s being in some subinterval
of R. Assuming also that u is a C? solution of (1.1.5), we define

z(s) =u(x(s)). (1.2.1)

In addition, we set
p(s):=Du(x(s)); (1.2.2)




1.2. Derivation of characteristic ODE

thatis, p (s) = (p (s),...,p" (s)), where

pl(s) = W =y, (x(5)) (i=1,...,n). (1.2.3)

We must choose the function x (-) in such a way that we can compute
z(-) and p (+). Then we differentiate (1.2.3)

o) = L) Zi (x () # (s). (129
L

Now we differentiate the PDE (1.1.5) with respect to x;:

(x,u, Du) uy, + 9F (x,u,Du) =0. (1.2.5)

oF
28 (x,u, Du) uxx]—l—— ox;

0z

To get rid of the second order derivative terms in (1.2.4) we set

W (s) =

— (x(s),z(s),p(s)) (Gj=1,...,n). (1.2.6)

Assuming now that (1.2.6) holds, we evaluate (1.2.5) at x = x (s), obtain-
ing thereby from (1.2.1), (1.2.2) the identity:

", oF
Jg ap; (¥ (8),2(8) /P (5)) stz (x(5))

+ ?9_5 (x(s),2(s),p(s))p' () + g_F (x(s),z(s),p(s)) =0.

Xi

Substitute this expression and (1.2.6) into (1.2.4):

pi(s) = 3—1;( (s),2(s),p(s)) p' (5)
_%(X(S)IZ(S)IP(S)) (i=1,...,n). (127




1.3. Boundary conditions

Finally we differentiate (1.2.1):
=5 )= Lol
put E)x] pst

the second equality follows by (1.2.3) and (1.2.6).
We summarize by writing equations (1.2.6) — (1.2.8) in vector notation:

ap] (x(s),z(s),p(s)), (1.28)

p(s) = —DzF(x() z(s),p(s)) = DzF(x(s),2(s),p(s)) p(s)
2(s) = DyF (x(s),z(s),p(s)) - p (s) (12.9)
(s) = DpF (x(s),z(s),p(s))-

This system of 2n + 1 first-order ordinary differential equations is the char-
acteristic equations of the nonlinear first-order PDE (1.1.5). We have:

Theorem 1.9. Let u € C? (U) solves the nonlinear first-order partial differen-
tial equation (1.1.5) in U. Assume x (-) solves the ordinary differential equation
((1.2.9), where p (-) = Du (x (+)), z(-) = u (x (+)). Then p (-) solves the ODE
(1.2.9) and z () solves the ODE (1.2.9), for those s such that x (s) € U.

Proof. See [14]. ]

We will need to find appropriate initial conditions for the system of
ODE (1.2.9), in order that this theorem be useful.

1.3 Boundary conditions

1.3.1 Straightening the boundary

We use the characteristic ODE (1.2.9) to solve the boundary-value prob-
lem (1.1.5), (1.1.6), at least in a small region near an appropriate portion
I' of oU. In order to facilitate the relevant calculation, it is convenient first
to change variables. To accomplish this, we first fix any point x° € oU.
Then using notation from the section 1.1, we find smooth mappings P,
Y : R” —R" such that ® = Y~! and ® straightens out OU near x°.

Given any function u : U—R, let us write V := & (U) and set

v(y)=u(¥(y)), yeV. (1.3.1)

10



1.3. Boundary conditions

Then
u(lx)=ov(®(x)), xel. (1.3.2)

Now suppose that u is a C! solution of our boundary-value problem (1.1.5),
(1.1.6) in U.
According to (1.3.2) we see that

Du (x) = Dv (® (x)) D® (x).
Thus (1.1.5) implies

0=F(x,u(x),Du(x))
F(Y (y),v(y), Do (y) D® (x)).

This is an expression having the form

G(y,v(y),Dv(y)) =0inV.

In additionv = hon A, where A :=® (I') and 1 (y) := g (¥ (y)) .
In summary, our problem (1.1.5)-(1.1.6) can be transformed to read as

G(y,v,Dv) =0 inV
v =h on A,

for G, h as above. Then the boundary-value problem can be transformed
into a problem having the same form, if we change variables to flat the

boundary near x°.

1.3.2 Compatibility conditions on boundary data

In view of the previous results, if we are given a point x° € T we may as
well assume at the outset that I' is flat near x¥, lying in the plane {x, = 0}.
We intend now to construct a solution of PDE (1.1.5), (1.1.6), using
the characteristic ODE, and for this we must find the appropriate initial

conditions
x(0)=x" z(0)=2% p(0)=7p°’ (1.3.3)

It is clear that if x (-) passes through x”, we should require that

11



1.3. Boundary conditions

20 = g <x0> . (1.3.4)

Since (1.1.6) implies u (x1,...,x,1,0) = g (x1,...,x,_1) near x°, we may

differentiate to find
Uy, (xo):gxi (xo) (i=1,...,.n—1).

As we also want the PDE (1.1.5) to hold, we should require p° = (p3,...,p9)
to satisfy the relations:

0 — gy (2 =1,...,n—1
{Zl(xogzo,(p )) - Y (13

We call (1.3.4) and (1.3.5) the compatibility conditions.

Definition 1.4. A triplet (x 2 p ) € R?"*! satisfying (1.3.4), (1.3.5) is
admissible.

Note that a vector satisfying (1.3.5) may not exist or may not be unique.
1.3.3 Noncharacteristic boundary data

So now assume as above that x € T, that I near x° lies in the plane
{x, = 0}, and that the triplet (x°,z% p") is admissible. We are planning to
construct a solution u of (1.1.5), (1.1.6) in U near x° by integrating the char-
acteristic ODE (1.2.9). So far we have ascertained x (0) = x°, z (0) = 27,
p (0) = p? are appropriate boundary conditions for the characteristic ODE,
with x (-) intersecting T at x°. But we need to solve these ODE for nearby
initial points as well, and must consequently ask if we can somehow ap-
propriately perturb (x 2%, p") , keeping the compatibility conditions.

In order words, given a pointy = (y1,...,Yn—1,0) € T, with y close to

x9, we intend to solve the characteristic ODE

(s) = =D:zF(x(s),z(s),p(s)) —DzF(x(s),z(s),p(s)) p(s)
2(s) = DyF (x(s),2(5),p (5)) - P (5) (1.3.6)
x(s) =DpF (x(s),z(s),p(s)),

12



1.4. Local solution

with the initial conditions

x(0)=y,  z(00)=¢gW), pO)=4(). (1.3.7)
Our task then is to find a function g (-) = (g (-),...,4" (-)), so that

q <x0> =p° (1.3.8)
and (y,8 (y),q (y)) is admissible; that is, the compatibility conditions

¢ ) =gu(y) (i=1,...,n-1)
{ (v,8(¥),q(y) =0 (139)

hold for all y € T close to x°.

Lemma 1.4. There exists a unique solution q (-) of (1.3.8), (1.3.9) forally € T
sufficiently close to x°, provided

E, (xo,zo, po) £ 0. (1.3.10)

Proof. See [14]. O
1.4 Local solution

Remember that our aim is to use the characteristic ODE to build a solu-
tion u of (1.3.10) and (1.1.6), at least near I'. So as before we choose a point
x9 € T and, as shown in subsection 1.3, we may as well assume that near
x0 the surface T is flat, lying in the plane {x, = 0}. Suppose further that
(xo, 20, po) is an admissible triplet of boundary data, which is noncharac-
teristic. According to lemma 1.4 there is a solution g (-) so that p = g (x0)
and the triplet (y,¢ (y),q (y)) is admissible, for all y sufficiently close to
x0.

Given any such point y = (y1,...,¥»—1,0), we solve the characteristic
ODE (1.3.6), subject to initial conditions (1.3.7).

13



1.4. Local solution

Notation 1.3. Let us write

ps)=pW.s)=pWyi ... yn-1,5)
z(s)=z(y,s)=zWY1,---,Yn-1,5)
x(s)=x(,s)=x1,---,Yn-1,5)

to display the dependence of the solution of (1.3.6) and (1.3.7) on s and y.

Lemma 1.5. Assume we have the noncharacteristic condition
Fy, (x,2% p%) # 0. Then there exist an open interval I C R containing 0, a

neighborhood W of x* in T € R"~1, and a neighborhood V of x° in R", such that
for each x € V there exist unique s € I, y € W such that

x=x(y,s).
The mappings x — s,y are of class C2.

Proof. See [14].
O

Using Lemma 1.5 for each x € V, we can locally uniquely solve the
equation

v=1x(ys),
{fory =y(v), s=5(v). (1.4.1)
Finally, let us define
u(v) :=z(y(v),s(v))
{P (v) :=p (y(v),s(v)) (1.4.2)

forv € Vands,yasin (1.4.1).
We come finally to our principal assertion, namely, we can locally weave
together the solutions of the characteristic ODE into a solution of the PDE.

Theorem 1.10. The function u defined above is C? and solves the PDE
F(x,u(x),Du(x))=0 (xeV),
with the boundary condition
u(x)=g(x) (xeI'nV).
Proof. See [14]. ]
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CHAPTER 2

Minimax and viscosity solutions of
Hamilton-Jacobi equations

In this chapter we present the viscosity method of continuous solutions
of Hamilton-Jacobi equations in Section 2.1, inspired by [3], and the mini-
max method of solutions of Hamilton-Jacobi equations in Section 2.2, [38].
My contribution has been to elaborate a clear and concise presentation of
the different subjects.

2.1 Continuous viscosity solutions of Hamilton
-Jacobi equations

This section is devoted to some aspects of the basic theory of con-
tinuous viscosity solutions of first order partial differential equations of
Hamilton-Jacobi type, also called Hamilton-Jacobi equations

H(x,u(x),Du(x)) =0, x €0 (2.1.1)

15



2.1. Continuous viscosity solutions of H-JE

where Q) is an open domain of RY, the called Hamiltonian H = H (x, 7, p)
is a continuous real-valued function on Q x R x RN, N is a nonnegative
integer.

Remark 2.1. In the pioneering paper [19], Grandall and Lions called Hamilton-
Jacobi equation the problem (2.1.2) or (2.1.3) which are global nonlinear
tirst order partial differential equations; this concept became a generic
name for each differential equation of this type, not only associated to the
well-known Hamilton-Jacobi equation in optic and mechanic:

H(x,u,Du)=0 inQ (2.12)
u=17 on d()
or
us+ H(x,t,u,Du) =0 inQ (2.1.3)
u=27 on 00 x]0, T[

In (2.1.2) we have a stationary partial differential equation, and in (2.1.3)
an evolution partial differential equation.

2.1.1 Definitions and basic properties

We introduce two equivalent definitions of viscosity solution of (2.1.1)
and present some of their basic properties.

Definition 2.1. A function u € C (Q) is a viscosity subsolution of (2.1.1) if
for any ¢ € C! (Q)
H (xp,u (x0),Dg(x9)) <0 (2.1.4)

at any local maximum point xg € Q of u — ¢.
Similarly a function u € C (Q) is a viscosity supersolution of (2.1.1) if
for any
p€Cl(Q)
H (x1,u (x1),Dg(x1)) 20 (2.1.5)
at any local minimum point x; € Q) of u — ¢.

Finally a function u € C(Q) is a viscosity solution of (2.1.1) if it is
simultaneously a viscosity sub- and supersolution.

16



2.1. Continuous viscosity solutions of H-JE

Remark 2.2. Let us mention explicitly that the definition 2.1 also apply to
evolution Hamilton-Jacobi equations of the form

ur+H(y,t,u,Du)=0 (y,t) € Dx]0,T]|.
Indeed the equation above is reduced to the form (2.1.1) by

x = (y,t) € Dx]0, T[c RN, H (x,u,9) = g1 + H (x,u,q1,...,9N)

withq = (q1,...,qn+1) € RNTL.

Remark 2.3. In the definition of subsolution we can always assume that
xo is a strict local maximum point for u — ¢ (otherwise replace ¢(x) by
¢ (x) + |x — x0|?). Moreover since (2.1.4) depends only on the value of D¢
at x, it is not restrictive to assume that u (xg) = ¢ (xp). Similar remarks
apply of course to the definition of supersolution.

We note also that the space C! (Q)) of test functions of definition 2.1 can
be replaced by C* (Q)): this can be shown by a density argument.

The following proposition explains the local character of the notion of
viscosity solution and its consistency with the classical pointwise defini-
tion.

Proposition 2.1.

a) If u € C(Q) is a viscosity solution of (2.1.1) in Q) then u is a viscosity
solution of (2.1.1) in O for any open set O C Q).

b) If u is a classical solution of (2.1.1), that is, u is differentiable at any point
x € Qand
H(x,u(x),Du(x))=0,vx € Q, (2.1.6)

then u is a viscosity solution of (2.1.1) in Q).

c) Ifu € C'(Q) is a viscosity solution of (2.1.1), then u is a classical solution
(2.1.1).

Proof. See [3]. H

The definition of viscosity solution is closely related to two properties
that are typical in the theory of elliptic and parabolic equations,[3], namely
the maximum principle (MP) and the comparison principle (CP). For the equa-
tion (2.1.1) these properties can be respectively formulated as follows.

17



2.1. Continuous viscosity solutions of H-JE

Definition 2.2. A function u € C (Q)) satisfies the comparison principle
with smooth strict supersolutions, briefly (CP), if for any ¢ € C! (Q) and
O open subset of (),

H (x,u(x),De(x)) >0 inO
u<e on 00,

implies

u<e¢einO.
We say that u € C(Q) satisfies the maximum principle (MP) if for any
@ € C' (Q) and O open subset of Q) the inequality

H (x,u(x),De(x)) >0in O
implies that
u — @ cannot have a nonnegative maximum in O.

It is quite clear that the maximum principle implies the comparison
principle. The connection with the viscosity subsolution of (2.1.1) is ex-
pressed by the following result.

Proposition 2.2. If u € C (Q) satisfies the (CP) then u is a viscosity subso-
lution of (2.1.1). Conwversely if u is a viscosity subsolution of (2.1.1) and r
H (x,r,p) is nondecreasing for all x,p, then u satisfies (MP) and (CP).

Proof. See [3]. O

Remark 2.4. A similar result holds for supersolutions, provided all inequal-
ities are reversed in (CP), (MP) and nonnegative maximum is replaced by
nonpositive minimum.

Example 2.1. The function u(x) = |x| is a viscosity solution of 1-dimensional
equation

—|u' (x)|+1=0 xe]-1,1[.
To check this, notice that if x # 0 is a local extremum for u — ¢, then
u' (x) = ¢' (x). Therefore, at those points both the supersolution and the
subsolution conditions are trivially satisfied. Also, if 0 is a local minimum
for u — ¢, a simple calculation shows that |¢’ (0)| < 1 and the superso-
lution condition holds. To conclude is enough to observe that 0 cannot
be a local maximum for u — ¢ with ¢ € C! (] — 1,1[)(this would imply
—12>¢(0) > 1).
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2.1. Continuous viscosity solutions of H-JE

On the other hand, u(x) = |x| is not a viscosity solution of
' (x)] —1=0 xe]—-1,1].

Actually, the supersolution condition is not fulfilled at xo = 0 which is
a local minimum for |x| — (—x2).

We describe now an alternative way of defining viscosity solution of
equation (HJ) and prove the equivalence of the new definition with the
one given previously.

Definition 2.3. Let us associate with a function u € C (Q) the sets

DYu(x)=<{pecRN: limsup u(y)—u(x)—p-(y—x)go ,
y—>x,yeQ) |y_x|

D™ u(x) = {pE]RN: liminf 4 Zu()=p- =) zo} .
y—>x,ycQ) |y—x|

These sets are called respectively the super- and the subdifferential of u
at x. The next lemma in [3] provides a description of D" u(x) and D~ u(x)
in terms of test functions.

Lemma 2.1. Let u € C (Q)). Then:

a) p € DYu(x) if and only if there exists ¢ € C' (Q) such that Dg(x) = p
and u — ¢ has a local maximum at x.

b) p € D~ u(x) if and only if there exists ¢ € C' (Q) such that De(x) = p
and u — ¢ has a local minimum at x.

Proof. See [3]. O

The following lemma in [3] collects some properties of super- and sub-
differential.

Lemma 2.2. Let u € C (Q)) and x € Q). Then
a) DT u(x) and D~ u (x) are closed convex (possibly empty) subsets of RN.
b) If u is differentiable at x, then {Du(x)} = DTu(x) = D~ u (x).
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2.1. Continuous viscosity solutions of H-JE

¢) If for some x both DV u(x) and D~ u(x) are nonempty; then

D u(x) = D u(x) = {Du(x)} .

Proof. See [3]. O

As a direct consequence of lemma 2.1 the following new definition of
viscosity solution turns out to be equivalent to the initial one.

Definition 2.4. A function u € C (Q)) is
a viscosity subsolution of (2.1.1) if

H(x,u(x),p) <0 VxeQ, Vp € DT u(x), (2.1.7)
a viscosity supersolution of (2.1.1) if

H(x,u(x),p) >0 VxeQ, Vp € D™ u(x). (2.1.8)
u is a viscosity solution if (2.1.7) and (2.1.8) hold simultaneously.

The above definition, which is more in the spirit of nonsmooth anal-
ysis, is sometimes more easier to handle than the previous one; it is gen-
erally employed in the proofs of some important properties of viscosity
solutions.

Now we present a consistency result that improves Proposition 2.2.

Proposition 2.3.
a) If u is a viscosity solution of (2.1.1) then
H (x,u(x),Du(x)) =0
at any point where u is differentiable;

b) If u is locally Lipschitz continuous and if it is viscosity solution of (2.1.1),
then
H (x,u(x),Du(x)) =0

almost everywhere in Q).

Proof. See [3]. H
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2.1. Continuous viscosity solutions of H-JE

Remark 2.5. Part (b) of Proposition 2.3 says that any viscosity solution of
(2.1.1) is also a generalized solution i.e locally Lipschitz continuous func-
tion such that

H(x,u(x),Du(x)) =0 aeinQ.

The next result is on the stability with respect to the lattice operations
on C (Q)),

(uVo)(x) =max{u(x),v(x)},
(uAv)(x) =min{u(x),v(x)}.
Proposition 2.4.

a) Let u,v € C(Q) be viscosity subsolutions of (2.1.1); then u\V v is a vis-
cosity subsolution of (2.1.1);

b) Let u,v € C(Q) be viscosity supersolutions of (HJ); then u A v is a viscos-
ity supersolution of (2.1.1);

c) Let u € C (Q) be a viscosity subsolution of (2.1.1) such that u > v for any
viscosity subsolution v of (2.1.1), then u is a viscosity supersolution and
therefore a viscosity solution of (2.1.1).

Proof. See [3]. ]

The next result is a stability result in the topology of C (Q); a partic-
ularity of viscosity solution. The next lemma is useful to establish this
result.

Lemma 2.3. Let v € C (Q) and suppose that xo € Q) is a strict maximum point
for vin B(xp;6) C Q. Ifv, € C(Q) converges locally uniformly to v in QQ,
then there exists a sequence {xy } such that

Xp—>=x On(xy) >0(x) Vx€B(x,96).
Proof. See [3]. H
Proposition 2.5. Let u, € C (Q) (n € IN) be a viscosity solution of

(H])n Hy(x,un(x), Duy(x)) =0in Q).
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2.1. Continuous viscosity solutions of H-JE

Assume that

up—u locally uniformly in ()
H,—H locally uniformly in Q x R x RN,

Then u is a viscosity solution of (2.1.1) in ().

Proof. See [3]. O
2.1.2 Comparison and uniqueness results

Here we address the problem of comparison of viscosity subsolution
and viscosity supersolution, and uniqueness of viscosity solutions. There
is in fact no general results about comparison and uniqueness of viscosity
solutions: these results depend generally of the type of Hamilton-Jacobi
equation. The result selected here is not the most general; it is given
to show the main ideas involved in the proofs of other comparison and
uniqueness results.

We restrict our attention to the case H (x,r, p) = r + F (x, p); the result
holds however for a general H provided that r — H (x,r,p) is strictly
increasing and some special H independent of r .

Theorem 2.1. Let Q) be a bounded open subset of RY.
Assume that uy,uy € C (Q) are , respectively, viscosity sub- and supersolu-
tion of
u(x)+ F(x,Du(x) =0 ,xe€Q (2.1.9)

and
up < upon o). (2.1.10)

Assume also that F satisfies

(F)  [Flop)=F(yp)| <@ (lx—yl(1+][pl),

for x,y € Q,p € RN, where wy : [0, 00[ —= [0, o[ is continuous nondecreasing
with wq (0) = 0. Then
up < up

in Q).
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2.2. Minimax solutions of Hamilton-Jacobi equations

Proof. See [3]. O

Remark 2.6. If uq, up are both viscosity solutions of (2.1.9) with 1y = u, in 9Q},
from Theorem 2.1 it follows that u; = up in ) .

Remark 2.7. In this section, we have not given any existence result, simi-
lar to comparison and uniqueness results, these ones depend also on the
type of Hamilton-Jacobi equation involved. In fact, there is no a general
result of this type. The best approach to the existence result is the so called
Perron’s method, established by Ishii in [23].

2.2 Minimax solutions of Hamilton-Jacobi equa-
tions

This section is devoted to some aspects of the basic theory of con-
tinuous minimax solutions of first order partial differential equations of
Hamilton-Jacobi equation

H(x,u(x),Du(x)) =0, x € Q) (2.2.1)

where Q) is an open domain of RN and the Hamiltonian H = H (x, 7, p)
is a continuous real-valued function on Q x R x RN, N is a nonnegative
integer. Here Du = (0u/0x3,...,0u/dxy) is the gradient.

Remark 2.8. Particularly the Hamilton-Jacobi equation has the form

3_? + H (t,x,u,Du) =0, (t,x)€ G:=]0,0[xR". (2.2.2)

We assume that the function (¢, x,z,s) — H (tx,2,s) is continuous on
10, 8[xIR" x R x R" and satisfies the Lipschitz conditions in the variable p

|H (t,x,z,p) —H(t,x,2,q)| <p(txz)[p—q| (2.2.3)

for all (p,q) € R" x R". Here the function p is continuous on G x R. It is
supposed also that the function z — H (¢, x, z, s) is nonincreasing.

In subsections 2.2.1-2.2.6, some useful notions, coming from [38], are
given in order to introduce of the notion of minimax solution.
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2.2. Minimax solutions of Hamilton-Jacobi equations

2.2.1 Multifunctions

Let X and Y be metric spaces with both metrics denoted by dist (-, -).
For subset C C Y and a point y € Y, we let dist (y; C) denote the number
inf {dist (y,&) : ¢ € C}. Fore > 0, we denote by C¢ the closed neighbor-
hood of C, defined by

Ct={yeY dist(y;,C) <e}.

Definition 2.5. A multifunction @ : X — 2" (set-valued mapping or mul-
tivalued function) is a mapping which assigns to each point x € X a set
D(x)CY.

Consider the set

gr(®) ={(xy):xe X,y ()},
dom® ={x e X:d(x) #0},

which are called respectively the graph and the effective set of the multi-
function @ . For a subset D C X, we let @ (D) denote the set U,cp® (y).

Definition 2.6. Let @ : X —2Y be a given multifunction and xp € X. An
upper topological limit is the set denoted by

limsup @ (x) = {y € Y :liminfdist (y; ® (x)) = 0} .

xX—>=Xg x X0

A lower topological limit is the set

liminf @ (x) = {y €Y :limsupdist (y; P (x)) = 0} .
X—>Xg

X—>Xp

Remark 2.9. The upper and lower topological limits are closed sets. One
also has:
liminf @ (x) C limsup @ (x).

x X0 xX—>=Xp
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2.2. Minimax solutions of Hamilton-Jacobi equations

Definition 2.7. A multifunction @ is called upper (resp. lower) semicon-
tinuous at a point xg € X if the inclusion (2.2.4)[ resp. (2.2.5)]

limsup @ (x) C @ (xp), (2.2.4)
X—>Xg
<resp.}ci£ir;£<b(x) D cb(x0)> (2.2.5)

holds.

Definition 2.8. A multifunction @ is called closed if it is upper semicon-
tinuous at any point xp € X.

Definition 2.9. A multifunction is called continuous at a point x if it is
simultaneously upper and lower semi-continuous at this point .

Definition 2.10. A multifunction @ is said to be upper (resp. lower) semi-
continuous in the Hausdorff sense at a point xg € X if for any ¢ > 0 there
exists 6 > 0 such that for every x € B (xp,d) the inclusion (2.2.6) [resp.
(2.2.7)]

d (x) C D (xp), (2.2.6)
(resp. @ (x9) D P°(x)) . (2.2.7)

A multifunction @ is called continuous in the Hausdorff sense if it is si-
multaneously upper and lower semicontinuous in the Hausdorff sense.

Definition 2.11. A multifunction @ : X —2Y is said to be locally compact
at a point xg € X if there exists § > 0 such that the set @ (B (xo;0)) is
compactin Y.

Remark 2.10. Multifunctions considered in this work are locally compacts,
and sets @ (x) are closed for each x € X. Therefore for each multifunc-
tion the definition of semicontinuity by means of topological limits and
the Hausdorff sense turn out to be equivalent. Taking into account this
remark, usually we do not distinguish between the above notions of semi-
continuity.

The following result in [1] is important.
Theorem 2.2. Let a multifunction @ : X —=2Y be upper semicontinuous in the

Hausdorff sense and @ (x) be compact for each x € X. Then for any compact set
D C X its image @ (D) is a compact subset of Y.
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2.2. Minimax solutions of Hamilton-Jacobi equations

2.2.2 Semicontinuous functions

_ Letgp: X — R be an extended valued function, X be a metric space,
R = RU{—0co} U {0} be the extended real line. For such a function the
symbol

gro={(x,z) e XxR:z=¢(x)},
is called the graph of the function ¢, we denote by epi ¢ the set

{(x,z) e XxR:z>¢(x)}
called the epigraph of ¢ and we let hypo ¢ denote the set

{(x,z) e XxR:z< ¢ (x)}
which is called the hypograph of the function ¢.

Definition 2.12. A function ¢ : X — R is said to be lower semicontinuous
at a point x, € X if for any r < ¢ (x), there exists 6>0 such that

dist (x,, x) < ¢ implies ¢ (x) > r.

A function ¢ is said to lower semicontinuous if it is lower semicontinuous
at every point x € X.

Remark 2.11. Along with the above definition, any one of the following
equivalent conditions can be used, [38]:

1) liminfy 5, @ (x) > ¢ (x4);

2)foranyr € Rtheset {x € X: ¢ (x) < r}isclosed;

3) epi ¢ is a closed set.

Definition 2.13. A function ¢ : X— R is said to be upper semicontinuous
if the function —¢ is lower semicontinuous.

A function ¢ : X — R is said to be upper semicontinuous if it is upper
semicontinuous at every point x, € X.

A function ¢ : X — R is said to continuous if and only ¢ it is both lower
and upper semicontinuous.

Definition 2.14. A real-valued function ¢ : X — R is locally bounded if
sup,cp |¢ (x)| < oo for any bounded subset D C X.
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2.2. Minimax solutions of Hamilton-Jacobi equations

For a locally bounded function ¢ one can define its lower closure
¢ : X—R as follows

@ (x) = sulc:))inf{(p (§): e B(x;e)}. (2.2.8)

Remark 2.12. Let x, be an arbitrary point in X, and let r < ¢ (x,). Choose
0 > 0 such thatinf{¢ () : ¢ € B (x4;20)} > r. Then for any x € B (x,;9)
we have

¢ (x) >inf{p(§): € B(x;0)} >inf{p () :C € B(x+;20)} > .

Therefore the lower closure ¢ is a lower semicontinuous function.
Analogously, for any locally bounded function ¢ : X — R, its upper
closure defined by

¢ (x) =infsup{¢ () : ¢ € B(x;e)} (2.2.9)

is an upper semicontinuous function.

2.2.3 Contingent tangent cones, Directional derivatives, Sub-
differentials

2.2.3.1 Contingent tangent cone

Let W be a nonempty set in R”. For a point y € R", the distance
symbol dist (y; W) denotes the distance from the point y to the set W and
is defined by

dist (y; W)=inf |y — w|.
ist (y; W)= inf |y — w]|
Note that
|dist (x; W) —dist (y; W)| < |x —y| Vx,y € R™. (2.2.10)
Definition 2.15. The set

(2.2.11)

T (W) = {h e R : liming SSL@HBW)
5—=0 )

is called the contingent tangent cone to the set W at the point w (or the
upper tangent cone).

Lemma 2.4. T(w; W) is a closed cone.
Proof. See [38]. O
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2.2.3.2 Directional derivatives

Let x € Gand x — u (x) € R be a real valued function defined on an
open domain G C IR". We use the following definitions and notations for
lower and upper derivatives of the function u at a point x € G in direction
feR™

Definition 2.16.

d=u(x; f) == liminf{u(x+5g) —1() L (5,) € A (x,f)} (2.2.12)

e—>0 0

dtu (x; f) := limsup

e—>0

{u CH8) =) (5,00 € f)} (22.13)

where
Ae(x, ) :={(6,g) €]0,e[xR": |f —g| <e,x+ g € G}.

The quantities d~u (x; f) and d " u (x; f) (possibly infinite) are also called
lower and upper Dini directional derivatives or Hadamard directional
derivatives.

Below we introduce an equivalent definition of these derivatives with
the help of contingent tangent cones to the epigraph and hypograph of the
function u.

By the definition 2.15 of a contingent tangent cone we have

(f,8) € T((x,u(x));epiu) <= 3{ (o fi zx)}T CJ0,1[xR" x R
such that

zr — u(x)
Ok

zk > u(x+ 6 fx), 6k — 0, fr — f, »g as k — oo

Using this remark, we obtain that definition (2.2.12) is equivalent to the
following one:

Definition 2.17.

du(x; f):=inf{g e R:(f,g) € T((x,u(x));epiu)}. (2.2.14)
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Note that we set d " u(x; f) = oo if

{geR:(f,g) € T((x,u(x));epiu)} = .

Similarly, we have

Definition 2.18.

dtu(x; f) :==sup{g € R: (f,g) € T((x,u(x));hypou)}. (2.2.15)

We also note that
[(f,9) € T((x,2);epiu), ¢ > gl = (f,§') € T((x,z);epiu), (2.2.16)

[(f.8) € T((x,2);hypou),¢' < g] = (f,&') € T((x,2);hypo u).
(2.2.17)
It is clear that the inequality z” > z’ implies

dist((x,z"); epi u) > dist((x,z"); epi u),
dist((x,z’); hypo u) < dist((x,z"); hypo u).
Therefore for any x € G and —oo < 2z’ < 2/ < +o0 the following relations
T((x,2');epiu) C T((x,z");epiu) (2.2.18)
T((x,2");hypo u) D T((x,z"); hypo u)

hold.
Consider the mapping R" > f —— d u(x; f) € [—o0,00]. In view of
(2.2.14) and (2.2.16), we have

epid u(x;.):={(g,f) E RxR":¢g>d u(x; f)}
= T((x,u(x));epiu). (2.2.19)

Similarly,

hypod*u(x;.):={(g¢,f) E RxR": ¢ <dtu(x; f)}

= T((x,u(x));hypo u). (2.2.20)
Since T((x,u(x));epi u)[T((x,u(x));hypo u)] is closed cone, we deduce
that the function d~u(x;.) [resp. the function du(x;.)] is lower [resp. up-
per] semicontinuous.
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2.2.3.3 Some relations between directional derivatives and contingent
tangent cones to the graph function

We will use the following notation:
T(u)(x):=T((x,u(x));gru). (2.2.21)
Thus

T(u)(x):={(f,8) e R"" xR:

lim inf dist((x + Jf, ué(x) +0g);8ru)
o—>0

=0} (2222)

By the definitions of the cone T'(u)(x) and directional derivatives d~u(x; f),
dTu(x; f) we have

[—oo < d u(x; f) < +oo] = [(f,d u(x; f)) € T(u)(x)] (2.2.23)

[—oo < dTu(x; f) < +o0] = [(f,dTu(x; f)) € T(u)(x)] (2.2.24)

[(f,8) € T(u)(x)] = [d u(x; f) < g < d"u(x; f)]. (2.2.25)

The following result is used.

Proposition 2.6. Let u : G —— IR be a lower semicontinuous function. For
somex € Gand f € R, let d~u(x; f) = —o0.
Then
{0} x] = 00,0] € T(u)(x).

Similarly, let u : G — R be an upper semicontinuous function.
Forsome x € Gand f € R, let d*u(x; f) = oo. Then

{0} x [0,00[C T(u)(x).
Here 0 is the zero vector in R".

Proof. See [38]. O
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2.2.3.4 Directional derivatives of the upper envelope of family of smooth
functions

Definition 2.19. For a real valued function R” 3 x — & (x) € R and a set
X C R" we let

Argmi}r(lh(x) ={xo€ X:h(xg) <h(x),VxeX},
xe

Argma}?(h(x) ={xp€e X:h(xg) >h(x),Vxe X}.

xe

Definition 2.20. A function u : G — R is said to be differentiable at a
point x € G C R" in the direction of f € R" provided the limit

_ u(x +4f) —u(x)
g b

du(x; f)

(2.2.26)

exists and is finite.

It is obvious that the equality d~u(x; f) = dTu(x; f) €] — 00, oo[ implies
the existence of the directional derivative du(x; f).

Let us consider a useful class of function u possessing the directional
derivative du(x; f) at any point x and in any direction f € R".

Let a function G > x — u(x) € R be defined by the equality

u(x) := sup ¢(x,s), (2.2.27)

seR™
we shall assume that the following conditions are fulfilled:
@) ¢(x,5) = @1(x,5) — ¢a(s);

(b) the function ¢; : G X R"™ —— IR is continuous; for any s € R™
the function ¢1(.,s) is differentiable on G; the function (x,s) —
Dy ¢1(x,s) is continuous on G x R™;

(c) the function ¢ : R™ —— [a, 0] is lower semicontinuous (here a is a
tinite number); the effective domain of function ¢,

dom ¢ := {s € R™: ¢5(s) < oo}
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is nonempty and bounded.
It is clear that for any x € G, u(x) is a finite number. Let us define the set

So(x) = Arg max ¢(x,s) (2.2.28)

seR™

and show that Sy(x) # @ for any x € G.
Lets; € R"(i =1,2,...), lim; ¢(x,s;) = u(x). It can be assumed that

si € dom (i =1,2,...)

and lim; . s; = s.. Since the function s — ¢(x,s) is upper semicon-
tinuous, we have u(x) = lim; o ¢(x,5;) < @(x,s«). The strict inequality
u(x) < @(x,s.) contradicts equality (2.2.27). We thus have obtained that
¢(x,8:) = u(x), i.e., s« € So(x).

Similarly, one can verify that the set So(x) is closed and the multifunc-
tion x — Sp(x) is upper semicontinuous.

Proposition 2.7. Let conditions (a) — (c) above be fulfilled. Then the function
u : G — R defined by the equality (2.2.27) satisfies the Lipschitz condition in
every bounded convex domain X C G. At every point x € G the function u is
directionally differentiable. More than that, for any x € G and any f € R" the
following relations

du(x; f) =dtu(x; f) = du(x; f) = max (Dxg1(x,s), f) (2.2.29)

s€So(x)
are valid.

Proof. See [38]. H

2.2.3.5 Subdifferentials and Superdifferentials

Now we recall the definition of subdifferential and superdifferential.
Let

D u(x):={peR":(p,f)—d u(x;f) <0, VfeR"} (2.2.30)

Dtu(x):={peR": (p,f) —dtu(x;f) >0, VfeR"}, (2231)

where x € G and x — u (x) € R be a real valued function defined on an
open domain G C R".
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Definition 2.21. The set D~ u(x) [resp. the set D" u(x)] is called subdiffer-
ential (resp. superdifferential) of function u at point x € G.

The elements of D~ u(x) (resp. D" u(x)) are called subgradients (resp.
supergradients).

We note that D™ u(x) and D" u(x) are closed and convex sets (which
may be empty). If a function u is differentiable at a point x € G, then one
can easily verify that

D u(x) = D u(x) = {Du(x)},

where Du(x) is the gradient of u at x.

2.2.4 On a property of Subdifferentials

The proof of the equivalence of minimax and viscosity solutions is
based on the following assertion.

Theorem 2.3. Let R" > y — v(y) €] — 00, 00| be a lower semicontinuous
function and let Q be a convex compact set in R™. Suppose for some point yo €
R™ and some o > 0, the function v is bounded below on [y, Q] + By (the symbol
[yo, Q] denotes the convex hull of {yo} U Q). Then for any

r<rg:= ryrgg v(y) —v(yo) (2.2.32)

and B > 0 there exist z. € [yo, Q] + Bg and s, € D~ v(z«) such that
r < (sx,y —yo)  forall yeQ. (2.2.33)
Proof. See [38]. H

Theorem 2.4. Let Y > y — v(y) € R be a lower semicontinuous function
defined on an open set Y C IR, and let H be a convex compact set in R™.
Suppose for some point yoy € Y we have

d"v(yo; h) >0, Vh € H. (2.2.34)

Then for any € > 0 there exists a point y. € Y and a subgradient s, € D™ v(ye)
such that

lvo—ye| <&, (se,h) >0, VheH, (2.2.35)
[0(yo) — v(ye)| < e (2.2.36)
Proof. See [38]. O
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2.2.5 Differential Inclusions
Consider a multifunction [0,6] x R™ 3 (t,y) — E(t,y) C R™ satisfy-
ing the following conditions:
(a) E(t,y)is a convex compact set in R” for all (¢,y) € [0,6] x R™;
(b) the multifunction E is upper semicontinuous in the Hausdorff sense.
Let (to,y0) € [0,6] x R™. For v > 0 we let
L,(tg) := [to — v, to +v] N0, 0].

Below we will prove that there exist a positive number v and an absolutely
continuous function y(-) : I,(t)) — R™, which satisfies the condition
y(to) = yo and the differential inclusion

y(t) € E(t,y(t)) (2.2.37)

for almost all t € I, ().
For this purpose we need to introduce some notations. For ¢ €]0,2]
and (t,y) € [0,0] x R™ we let O¢(t,y) denote the set

{(tn) €[0,6] xR™ - |t — 1] <¢ |y —n| <}
Define the set
E(t,y;e) :==cofe+b:ec E(t,n),(T,1n) € Ot y),|b] <e},
the convex hull of the set
{e+b:ecE(t,n),(1,n7) €Oc(t,y),|b| <e}.
Choose and fix a point (ty, yo) € [0,6] x R™. Let
E* := E(to,y0;2), A :=max{|e| : e € E*}, vi=AT1

Denote by Sol, the set of absolutely continuous functions y(-): I, (ty)
R™ which satisfy the condition y(tg) = yo and the differential inclusion

y(t) € E(t,y(t);e) for almostall € I, (fp). (2.2.38)
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Proposition 2.8. Let ¢ €]0,1], yx(.) € Solg, (k = 1,2,..), and g — 0
as k — oo. Then one can extract from the sequence {yy(.)}> a convergent
subsequence whose limit y(-) satisfies (2.2.37 ) for almost all t € I,,(tp).

Proof. See [38]. O

Using Proposition 2.8, we can prove the existence of solutions of dif-
ferential inclusion (2.2.37). Let a point (¢, o) € [0,0] x R™ be given. As
in proposition 2.8 we define the time interval I, (¢y). Choose a sequence of
positive numbers & (k = 1,2, ...) which converges to 0 as k — oo. Let us
introduce a sequence of piecewise-linear functions yi(.) : L, (tg) — R™
as follows: yi(to) = yo,

y(t) = yi(to + i6) + eWF) (£ — to — idy), t € [to + iy, o+ (i + 1),
where e(th) ¢ E(i’o + 10, yk(tO + iék)), and
yi(t) = yx(to — i0x) + e (t — to + idk), t €]to — (i + 1)Jx, to — idy],

where ¢, € E(ty — idk, yx(to — i0k)). As in the proof of proposition 2.8, we
obtain
k(') —ye(t")| < Al — "] forany ', " € L,(to).

By definition for ¢ €]ty + idy, to + (i + 1), [ we have

Je(t) = el € E(to + ide, yi(to + idk)) C E(t,y(t); ),

where ¢ = Ad (note that A > 2). Similarly, y,(t) € E(t, yk(t);€x) for
almost all t € [ty — v, ] N[0, fp]. In view of proposition 2.8, the sequence
Yx(+) contains a convergent subsequence whose limit y(-) satisfies (2.2.37)
for almost all t € I, (tp).

Thus we can derive the following.

Proposition 2.9. Let a multifunction (t,y) — E(t,y) satisfy conditions (a)
and (b). Then for any point (ty, yo) € [0,6] x R™ there exist a positive number v
and an absolutely continuous function y(-) : I,(ty) — R™ which satisfies the
condition y(ty) = yo and differential inclusion (2.2.37) for almost all t € I,,(to).

Now we assume that in addition to conditions (a), (b) the multifunction
E satisfies the following estimate

max{le| :e € E(t,y)} <r(t)(1+|y|), (2.2.39)
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where [0,60] > t — r(t) € RT is an integrable function. Note that this
condition assures that the solutions of differential inclusion (2.2.37) can be
extended over the whole interval [0, ]. This condition may be formulated
in various ways. For example, inequality (2.2.39) can be replaced by the
inequality

max{(x,e) :e € E(t,y)} < r(t)(1+y[?),
where as above r(+) is an integrable function.

Let (to,y0) € [0,60] x R™. Denote by Sol(to,yo) the set of absolutely
continuous functions y(.) : [0, 0] — R which satisfies the condition
y(to) = yo and the differential inclusion (2.2.37) for almost all ¢t € [0, 6].
From the above propositions one can obtain the following proposition.

Proposition 2.10. Let a multivalued mapping E satisfy conditions (a), (b) and
estimate (2.2.39). Then for any point (to,yo) € [0,0] x R™ the set Sol(to, o)
is nonempty and compact in C([0,0];R™). Let (1, k) € [0,0] X R™, yi(-) €
Sol(t, k) (k = 1,2,...) and (., ) — (to, xo) as k — oo. Then one can ex-
tract from the sequence of functions yi(-)(k = 1,2, ...) a convergent subsequence
whose limit is contained in Sol(to, yo).

Let M C [0,6] x R™ be a compact set. Then the set

Sol(M) := U, p)emSol(T, 1) (2.2.40)
is compact in C([0,60]; R™).
Proof. See [38]. O

2.2.6 Criteria for Weak Invariance

Let W be a locally compact nonempty set in R™, that is, for any w € W
there exists a number ¢ > 0 such that the intersection W N B(w; ¢) is closed
in R™. Consider a multifunction

Wsyr— Py) CW

with locally compact graph

grP = {(y,w) :w € P(y),y € W}.
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We assume that the multifunction P is both reflexive and transitive, that
is, it satisfies the following conditions:

x€P(x) CW, Vx €M, (2.2.41)
Thus,
P(y) C P(x), Vx € W, Vy € P(x). (2.2.42)

The multifunction P induces on W a preorder > as follows
w >y <= we Py).
Let a multifunction
W3S y+— Y(y) € conv(R™)

be upper semicontinuous in the Hausdorff sense, that is, for any y € W
and any ¢ > 0, there exists a 6 > 0 such that Y(y') C Y(y) + B for all
y' € B(y;8) N W. The set conv(R™) is the totality of nonempty convex and
compact sets in R”. Consider the differential inclusion

y(t) € Y(y(t)). (2.2.43)
We will use the following notions.

Definition 2.22. A set W C R™ is called weakly invariant with respect to
differential inclusion (2.2.43) if for any point yp € W there exist a positive
number 6 and an absolutely continuous function (viable trajectory) y(.) :
[0,6] — W such that y(0) = yo and (2.2.43) is satisfied for almost all
t € [0,0]. (In this case it is said also that the set W enjoys the viability

property.)
Definition 2.23. An absolutely continuous function y(.) : [0,0] — W is
said to be a monotone trajectory of (2.2.43) if it satisfies the differential

inclusion (2.2.43) for almost all ¢t € [0,6], and the following property of
monotonicity: y(t) = y(s) for all (s,t) € @7 ;that is,

y(t) € P(y(s)), V(s t) € @F, (2.2.44)

where
@ = {(s,t) €10,0] x [0,6] : s < t}. (2.2.45)
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Definition 2.24. Let G be a subset of R™. The convex hull of the set G is
denoted by coG.

Below we shall prove the following theorem.

Theorem 2.5. Let W C IR™ be a locally compact set. Let a multifunction
Y : W —— conv(IR™) be upper semicontinuous in the Hausdorff sense.

Let W 5 y — P(y) C W be a multifunction whose graph is locally compact.
Assume also that conditions (2.2.41) and (2.2.42) are fulfilled. Then the following
three conditions are equivalent:

(a1)
T(y;P(y))NY(y) #0 Yy eW, (2.2.46)
where T(y; P(y)) is the contingent tangent cone to P(y) at y, that is,
. L i Y OB P(Y))
T(y;P(y)) := {h : lgﬁ)unf 5 =0;;
(by)

coT(y;P(y))NY(y) #0  VyeW; (2.2.47)

(c1) forany point yo € W there exist a number 6 > 0 and a monotone trajectory
y(.) : [0,8] — W of differential inclusion (2.2.43) satisfying the initial
condition y(0) = yo.

Proof. See [38]. ]
If we take P (y) = W forally € W, then:

Corollary 2.1. Let Y : W—conv(R™) be an upper semicontinuous multi-
function and let W C R™ be a locally compact set. Then the following three
conditions are equivalent:

(a2)
Ty, W) NY(y) #0; Yyew; (2.2.48)

(b2)
’ coT(y; W)NY(y) # ©; Yy e W; (2.2.49)

(c2) the set W is weakly invariant with respect to differential inclusion (2.2.43).
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Remark 2.13. Let R™ 5 y — E(y) € conv(R™) be an upper semicontinu-
ous multifunction. Consider the differential inclusion

y(t) € E(y(t)). (2.2.50)

According to the Definition 2.22, a locally compact set W C R™ is said
to be weakly invariant with respect to the differential inclusion (2.2.50) if
for every yo € W there exists a number 6 > 0, an absolutely continuous
solution y(.) : [0,60] — R™ of inclusion (2.2.50) such that y(0) = yo and
y(t) € Wforallt € [0,0]. Itis clear that this definition is equivalent to the
following one: For every yp € W there exist a number 6 > 0 such that for
any T €0, 8] an absolutely continuous function y(-) : [0, T] — R™ can be
found that satisfies (2.2.50) and conditions y(0) = yg and y(7) € W.

Remark 2.14. Assumptions are known which assure the extendibility of
locally viable trajectories. For example, one of these conditions can be
formulated as follows.

Let the requirements of corollary 2.1 be fulfilled, and let the multifunc-
tion W 3 y — Y (y) € conv(RR™) satisfy the estimate

| <c(1+1y]), VeEW, heY(y), (2.2.51)

where c is a positive number. Then for any point yo € W there exists
at least one viable trajectory y(.) : [0,6[— W of differential inclusion
(2.2.50) which satisfies the initial condition y(0) = y and is defined on
a time interval [0, 0], where either 6 = co or y(6) ¢ W. If W is a closed
subset of R" and estimate (2.2.51) holds, then any viable trajectory can be
extended on the whole interval [0, oo|.

In conclusion we formulate necessary and sufficient conditions for a set
W C [0, [xR™ to be weakly invariant with respect to a time dependent
differential inclusion of the form

y(t) € Y(t,y(t)). (2.2.52)

We assume that the set W is locally compact in [0, #[xR™ and the multi-
function W > (t,y) — Y(t,y) € conv(R™) is upper semicontinuous in
the Hausdorff sense. Here # is either a positive number or +co. We note
that the set W can be considered as the graph of the multifunction

[0, ][> t — W(t) C R™,
where W(t) := {w € R™ : (t,w) € W}.
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Definition 2.25. A set W C IR" is called weakly invariant with respect
to differential inclusion (2.2.50) if for any point (fp,y9) € W there exist a
number T €]to, t*[ and an absolutely continuous function (viable trajec-
tory) y(+) : [to, T] — R™ such that

y(to) = Yo,

y(t) € W(t)
for all t € [tp, T], and (2.2.50) is satisfied for almost all ¢ € [to, T].

In order to formulate a criterion for weak invariance we define a deriva-
tive of the multifunction t — W(t) as follows:

(DW)(t,w) ={h € R™: lgglinf dist(w + M(IS;W(t +9)) _ 0.

Definition 2.26. The set (D;W)(t, w) is called the right-hand derivative of
the multifunction t — W(t) at the point (t,w) € W.

Proposition 2.11. A locally compact set W C [0, t*[xR™ is weakly invariant
with respect to differential inclusion (2.2.52) if and only if the condition

(D:W)(t,w) NY (t,w) # D, V(t,w)eW (2.2.53)

is fulfilled. This criterion is equivalent to the condition
co(DIW)(t,w) NY(t,w) # Q, V(t,w) e W. (2.2.54)
Proof. See [38]. H

2.2.7 Characteristic inclusions for Hamilton-Jacobi equa-
tions

An essential property of a generalized (minimax) solution is the invari-
ance of its graph with respect to some system of differential inclusions. We
call these inclusions characteristic inclusions. In this section we present the
characteristic inclusions considered in the case of Hamilton-Jacobi equa-
tions and give properties that describe them.
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The characteristic differential inclusions are defined as follows
E(tx,zs)={(f,g) ER"xR:|[f]<p(xz),
g=(f,s)—H(tx,z5s)} (2255)

for (t,x,z,5) € G x R x R".
Consider the differential inclusion

(x(t),2(t)) € E(t,x,z,5). (2.2.56)

The analysis of minimax solutions of Cauchy problems for Hamilton-Jacobi
equations is based on the properties of weak invariance of the graphs of
the solutions of this differential inclusions. For ¥ a nonempty set of R”,
note that the multifunction E defined as in [38]

10,0[xR" xR xY¥ > (t,x,z,¢) — E(t,x,z,) C R" xR
satisfies all the following properties:

(i) forall (t,x) € G = (0,0) xR",z € R,ip € ¥ theset E (t,x,z,1) is
convex and compact in R"” x IR;

(ii) for any ¢ € ¥, the multifunction (¢,x,z) — E (t,x,z,¢) is upper
semicontinuous;

(iii*) forany p € ¥, (t,x) € G,z/ <z, and (f,¢') € E (t,x,2/,¢), there
exists (f,¢”) € E(t,x,2",¢) such that g” > ¢/;

(iii7) forany ¢ € ¥, (t,x) € G,z/ <zZ”, and (f,¢") € E (t,x,2",¢), there
exists (f,¢') € E(t,x,2/,¢) such that "' > ¢/;

(ivt) forany (t,x) € G,z € R, and s € R”, there exists ¢° € ¥ such that
y

H(t,x,z,5s) = min{(f,s) —g9:(f,g) €E (t,x,z,tp())}
>min{(f,s) —¢g:(f,g) €E(t,x,z )}
forallyp € ¥ ;
(iv)~ forany (t,x) € G,z € R, and s € R", there exists 1y € ¥ such that

H(t,x,z,5) =max{(f,s) —g:(f,g) € E(t,x,z,¢0)}
<max{(f,s) —g:(f,8) €E(txz¥)}
forallyp € ¥.
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2.2. Minimax solutions of Hamilton-Jacobi equations

2.2.8 Criteria for minimax solutions of Hamilton-Jacobi equa-
tions

The upper, lower and minimax solutions of Hamilton-Jacobi equations
can be defined in several equivalent forms. Let us give these definitions.

2.2.8.1 Upper solutions

First we consider conditions (U1)-(U5), which give definitions of the
upper solution of equation (2.2.2). The function ]0,0[xR" > (f,x) >
u (t,x) € R is assumed to be lower semicontinuous.

(Ul) For any (tg,x9) € G =]0,0[xR",z9 > u (to,x9),s € R" there exist
T € |tp, 0] and a Lipschitz continuous function (x (-),z (+)) : [to, T] —
R" x R which satisfies the equality (x (t),z (o)) = (xo0,20), the

equation

£(6) = (E(1),5) — H (L2 (5,2 (1), 5) (2257)
for almost all t € [to, T], and the inequality z (t) > u (t,x (t)) for all
t € [to, T].

(U2) For any choice i € ¥, the epigraph of the function u is weakly in-
variant with respect to the differential inclusion

(2 (t),2(t)) € ET (t,x(t),z(t),¥). (2.2.58)

Here and in condition (U3) the symbol E™ stands for an arbitrary
multifunction which satisfies (i), (ii), (iii"), (iv") formulated in Sub-
section 2.2.7.

(U3) inf{d u(t,x;1;f)—g:(f,g) € E* (t, x(t),z(t),¢)} <O0forall
(t,x) eGandyp € ¥ .

(U4) a+H(t,x,u(tx),s)<0
forall (t,x) € Gand (a,s) € D~ u (t,x).

(U5) inf{d~u(t,x;1; f) — (s, f) + H(t,x,u(t,x),s) : f € R"} <0 forall
(t,x) € Gands € R".
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2.2. Minimax solutions of Hamilton-Jacobi equations

Let us explain the notationd~u (¢, x;1, f) and D~ u (t, x) used in (U3)-(U5).
According to the general definition of lower derivative, we have
du(t,xe,f):=
u(t+oéa/,x+35f") —u(tx)

lim inf . (2.2.59)
e—>0 (6,0, f") EAe(t,x,0,f) )
here (t,x) € G, (a, f) € R x R" and
A (tx,a,f) = {(6,&, f) €]0,e[xR x R": (2.2.60)
o —o'|+|f—f'| <et+a'é6€]0,0[}.

Assume « = 1 .The quantity d~u (¢,x;1, f) is the lower derivative of

the function u in the direction (1, f). According to the definition, we have

D u(t,x):={(a,s) e RxR": (2.2.61)
ac+ (s, f)y+d u(t,x;uf) <0 V(rf) e RxR"}.

2.2.8.2 Lower solutions

Now we consider conditions (L1)-(L5), which give definitions of the
lower solution of equation (2.2.2). The function |0,0[xR" > (t,x)
u (t,x) € Ris assumed to be upper semicontinuous.

(L1) For any (ty,x0) € G =]0,0[xR",zg > u(ty,x0),s € R" there exist
T €]tp, 0] and a Lipschitz continuous function (x (-),z (+)) : [to, T] —
R" x R which satisfies the equality (x (ty),z (to)) = (xo,20), the

equation

2(t) = (& (t),s) —H(tx(t),z(t),s) (2.2.62)
for almost all ¢ € [to, 7], and the inequality z (t) < u (t,x (t)) for all
t e [to, T].

(L2) For any choice ¢ € ¥, the hypograph of the function u is weakly
invariant with respect to the differential inclusion

(% (t),2 (1)) € E= (t,x (), z(t), ). (2.2.63)

Here and in condition (L3) the symbol E~ stands for an arbitrary
multifunction which satisfies (i), (ii), (iii"), (iv") formulated in Sub-
section 2.2.7
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(L3) sup{dtu(t,x;1;f)—g:(f,8) € E (t,x(t),z(t),¥)} > 0forall
(t,x) eGandyp e ¥.

(L4) a+H(t,x,u(x),s) >0
forall (t,x) € Gand (a,s) € D"u (t,x).

(L5) sup {dtu(t,x;1;f)— (s, f)+ H(t,x,u(t,x),s): f € R"} >0 forall
(t,x) € Gands € R".

Let us explain the notation du (¢, x;1, f) and DV u (£, x) used in (L3)-(L5).
According to the general definition of upper derivative, we have

dtu(t,x;a, f) =
/ AN
lim sup u(t+ow,x+0f) —utX)| oy en)
€0 (50, f)ene (b, f) 0
here (t,x) € G, (a, f) € R x R" and
Ae (tx,a, f) = {(6,&, f) €]0,e[xR x R":
o —o/|+|f—f'| <et+a'é6€)0,0[}. (2.2.65)

Assume a = 1 .The quantity d*u (¢,x;1, f) is the upper derivative of
the function u in the direction (1, f). According to the definition, we have

DYu(t,x):={(a,s) ERxR":an+ (s, f) +dtu(t,x;a, f) >0
V(a f) € R x R"}. (2.2.66)

Note that
dtu(t,x;a, f) = —d (—u(t,x;a,f)),
DY u(t,x) = —D" (—u(tx)).

2.2.8.3 Definitions of minimax solutions

Let us consider now conditions (M1) — (M3), which gives definitions
of the minimax solution of equation (2.2.2). We suppose that the function
u (t, x) is continuous in these conditions.
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(M1) For any (tg, xo,z0) € gru and s € R” there exist some number T €
]0,6[ and a Lipschitz continuous function (x (-),z(+)) : [to, T] +—
R" x R which satisfy the initial condition (x (¢),z (f9)) = (x0, 20),the
equation (2.2.57) and the equality z (t) = u (¢, x ( )) forall t € [to, T].

(M2) For any choice of element ¢ € ¥ , the graph of the function u is
weakly invariant with respect to the differential inclusion

(% (1),2(1) € E (t,x (£),z (1), ¥), (2.2.67)

where E is an arbitrary multifunction which satisfies all conditions
(i)-(iv), formulated in Subsection 2.2.7.

(M3) The function u is simultaneously an upper and a lower solution of
equation (2.2.2), that is, u satisfies pair of conditions (Ui), (Lj) for
somei,j=1,2,...,5.

Theorem 2.6. For a lower semicontinuous function
10,0[xR" > (¢t,x) — u(t,x) € R

the conditions (U1) — (U5) are equivalent. Analogously, for an upper semicon-
tinuous function u the conditions (L1) — (L5) are equivalent. For a continuous
function u the conditions (M1) — (M3) are equivalent.

Proof. See [38]. ]

Based on Theorem 2.6 we introduce the following definition of upper,
lower and minimax solution.

Definition 2.27. A lower semicontinuous function
10,0[xR" > (¢t,x) — u(t,x) € R

that satisfies one of the above (equivalent) conditions (U1) — (U5) is said
to be an upper solution of equation (2.2.2) .

Definition 2.28. An upper semicontinuous function u (-, -) that satisfies
one of the conditions (L1) — (L5) is said to be a lower solution of equation
(2.2.2).

Definition 2.29. A continuous function u that satisfies one of the condi-
tions (M1) — (M3) is called a minimax solution of equation (2.2.2).
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2.2. Minimax solutions of Hamilton-Jacobi equations

Remark 2.15. According to Theorem 2.6, minimax and viscosity solutions
are equivalent. More than that, if upper (resp. lower) solutions are con-
sidered in the class of continuous functions, then they are equivalent to
viscosity supersolutions (resp. subsolutions).

2.2.9 Existence and uniqueness of minimax solution of the
Cauchy problem for Hamilton-Jacobi equation

In this subsection we give some results which imply the existence and
uniqueness of solutions of the Cauchy Problem for Hamilton-Jacobi equa-
tions. The proofs of these results can be found in [38], the purpose here is
just to present some aspects of the minimax theory of solution of Hamilton-
Jacobi equation.

Definition 2.30. A continuous (respectively, lower or upper semicontinu-
ous) function (¢, x) — u (¢, x) :]0, T[xR" — R is called a minimax (respec-
tively, upper or lower) solution of the Cauchy problem
aa—‘t‘+H(t, x,u,Dx)=0  (£x) € G =]0, T[xR" (22.68)
u(6,x)=o(x) x € R" (2.2.69)

if it satisfies condition (2.2.69) and if the restriction of u to G =)0, T[xR"
is a minimax (respectively, upper or lower) solution of (2.2.68).

Let us suppose that the Hamiltonian H and the boundary function ¢
satisfy the following conditions:

(H1) the Hamiltonian H (t, x, z, p) is continuous on D =]0, T[xR" x R X
R", the function z — H (t, x, z, p) is nonincreasing;

(H2) the Lipschitz condition in the variable s is fulfilled

‘H (t,x,z,s(1)> —H <t,x,z,s(2)>‘ <p(x) ‘s(l) —5(2)‘

for all (t, X,z, s(i)> € D,i = 1,2, and the following estimate holds

|H(t,x,2z,0)| < (14 |x|+]z])c  V(tx,z)€]0,0[xR" xR,

where p (x) := (1 + |x|) ¢; and the number c is nonnegative;
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2.2. Minimax solutions of Hamilton-Jacobi equations

(H3) for any bounded set M C IR” there exists a constant A (M) such that
|H (t,x',z,p) —H (t,x",z,p)| <A (M) (1+|p]) [x' —x"|
forallx’,x” € M, (t,z,p) €]0,0[xR x R";
(H4) the function x — o (x) : R” — R is continuous.

The following results are proved in [38].

Theorem 2.7. For any upper solution u of the Cauchy problem (2.2.68) — (2.2.69)
and any lower solution v of this problem the inequality u > v is valid.

Theorem 2.8. There exists a unique solution of the Cauchy problem (2.2.68) —
(2.2.69).

Theorem 2.9. There exist an upper solution u and a lower solution v of the
Cauchy problem (2.2.68) — (2.2.69) such that u > v.
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CHAPTER 3

Discontinuous solutions in L for
Hamilton-Jacobi Equations

The original idea of this chapter comes from the paper of Chen Quigiang
and Su Bo [7]. Our contribution here has been to adapt these results with
all the proofs in order to use them to attain the purpose of this study.

An approach is proposed to construct global discontinuous solutions
in L* for Hamilton-Jacobi equations; that will be useful in the sequel of
this work. This approach allows the initial data only in L and may be
applied to non convex Hamiltonian.

We are concerned with the global in finite time and local in space dis-
continuous solutions in L™ of the Cauchy problem for the Hamilton-Jacobi
equations:

us + H(t,x,u, Du) =0, xeR", 0<t<T (3.0.1)
u(0,x)=¢(x), x € R". (3.0.2)

where T > 0 and ¢ (-) is a locally bounded measurable function are given.
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3.1 Profit functions and their regularity

The following assumptions are made on the Hamiltonian H (-, -, -, -) of
the Cauchy problem (3.0.1)-(3.0.2) :

(B1) H(-,,-,-) is continuous in (¢, x, z, p) and increasing in z;

(B2) |H(t,x,z,p1) — H(t,x,z,p2)| < Co(1+ |x])|p1 — p2|, and
|H(t,x,2,0)| < Co(1+ |x|+|z|), forallt €]0, T];

(B3) |H(t,%1,7,p) — H(t,x2,7,p)| < A(L)(1+ [p]) x1 — 22
where |x1], |x2| < L;

(B4) [H(t,x,21,p) — H(t, %22, p)| < Col1+ x| + |p]) |21 — 2]
where Cyp > 0and L > 0and A (L) > 0.

Definition 3.1. We define the essential infimum and supremum of an L{® (R¥)
function v(-) at every point x € R%:

I(v)(x) = supessinfo(y), S(v)(x)= inf esssupv(y),
AES, yeA AESy yeA

where

(Z?ﬂ (vi — xi)2>% < 7}

d
Sy = { A C R*measurable | lim m(ANB(x,1)) =15,
r—=0 m(B4(x,r))

B (x,1) = {y e R"

and m : B (R") —[0, +o0[ is a Radon measure.

The definition of v (-) implies that I (v) (x) and S (v) (x) are well de-
fined at every point x € R?, and I (v) (x) = S (v) (x) almost everywhere.
Now we introduce the winning and losing functions.

Definition 3.2. Fix T € [0,T] and p(t,x) € C([0,T] x R";R"). Given a
measurable function v and a position (or value) function f, we define the
winning and the losing functions:

49



3.1. Profit functions and their regularity

AZ(tx, (T, f,p)) = nf{S(v)(x()) —z(T)[(x(), 2(-)) € Sol(t, f(t,x),p)},
(3.1.1)

ALt x, (T, f,p)) = sup{I(v)(x(7)) — z(7)[(x(-),2()) € SOl(f,f(t/x)/P(;}l, )
where Sol(t, f(t, x), p) denotes the set of solutions: B

(x(+),z(*)) : [t,t] —R"x R, fort>T

of the characteristic inclusions (x(-),2(+)) € E(t,x,z, p) satisfying the con-
ditions: x(t) = x, z(t) = f(t, x), where

E(t,x,z,p) = {(h,g) € R" xR || < Co(1+ x|}, g = (I, p) — H(t,x,z,p)},

and (-, -) is the usual inner product in the Euclidean space (R", +, ).
Remark 3.1. Note that the set E (¢, x,z, p) is

- acompactsetin R” X R for all (¢,x,z,p) € Rt x R" x R x R";
- upper semicontinuous in the Hausdorff sense,

then, according to Subsection 2.2.5, the set Sol(t, f(¢,x), p) is always non
empty, and this ensures the validity of the definition 3.2.

Remark 3.2. Note that for (h,g) € E(t,x,z,p), estimates (B2) and (B3)
imply

h] < Co(1+|x]) (3.13)

18 < 2Co (1 + [x] + [z[) (1 +[p]), (3.1.4)

where the nonnegative constant Cy is the same one in assumptions (B1) —
(B4).

Lemma 3.1. Fix T € [0, T] and p (t,x) € C ([0, T] x R";R"). Then, for any
nonnegative locally measurable function h (t, x) and any point x € B (0,r),

h(tx) <A” (tx, (T, f,p) — A (bx, (T, f +h,p)) < e“UDh(tx)
(3.1.5)
where C depends only on Co, T, and |p|., with |p|. = sup.c . [p (s, %4 (5))].
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Proof. See [7]. O

Remark 3.3. Similarly, for A%, we have

h(t,x) < A% (4, (T, f,p) = A% (63, (7, f + 1, p) < eSUDh (4 2)
(3.1.6)
where C depends only on Cy, T, and |p]|..

Before we study the properties of winning and losing profit functions,
we first state the following simple fact which can be proved by the Gron-
wall inequality.

Suppose that (x; (-),z;(-)),j = 1,2, are two solutions of the character-
istic inclusions:

% < C(

i ), Zj = <x], p> — H (i’, x]-,z]-, p)

with x1 (1) = x2 (+),|z1 (o) — 22 (to)| <€, |x1 (tp)| < M, where
p(t, )GC([O T]><IR” R")and 0 < 7 < tg < T. Then

|z1(T) — 22 (7)| < Ce (3.1.7)
|21 (T) — 22 (to)| < C|T —to| (3.1.8)

where C depends only on M, T, and p.

Now we check whether our definition of winning and losing profit
functions is well-defined; that is, given a measurable position function,
whether the associated profit functions are measurable. For this purpose,
we introduce a useful lemma from measure theory.

Lemma 3.2. Suppose that A C B (0, M) C RY enjoys the pointwise non-
degenerate density property: for each x € A, there exists a measurable subset
Ay C A, x € Ay, such that

A, N B (x,
lim sup " ( - y (x r)) > 0. (3.1.9)
r—=0 m (B (x/ 1’))
Then A is measurable.
Proof. See [7]. O

We here mention a necessary and sufficient condition of measurability
of a given set in R? deduced from lemma 3.2.
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Lemma 3.3. Aset A C R? is measurable if and only if there is a zero-measure set
B C A such that every point x € A\ B satisfies nondegenerate density property.

Proof. See [7]. ]

Lemma 3.4. Suppose v € L (R?) .Then, for a fixed point x and any € > 0

loc

limsup ™ (1Y E R0 (Y) > S (0) () —€} N B (x,7)

m su (87 (1)) >0, (3.1.10)

m ({y € R7o(y) < S (v) (x) —e} NB* (x,1))

lim su > 0. (3.1.11)
i m (B (x,7))
Proof. See [7]. O

Lemma 3.5. Suppose U and V are open sets in R?. Let f : U—V be a bi-
Lipschitz homeomorphism. If x € A C A C U with

_ m (AN B4 (x,7))
I (B (x,7))

then f (x) is a point in f (A) C f (A) C V with
fimoap () 1B (),1)
r—0  m(BY(f(x),r))

Proof. See [7]. ]

7

> 0.

Lemma 3.6. Suppose that v is a locally bounded measurable function and p(t, x)
is continuous. Then, for any positive function f (t,x) € C([0,T] x R"), the
corresponding profit function, as a function of x, A (t,x, (T, f,p)) € L} . (R")
foranyt <t <T.

Proof. See [7]. O

Now we prove that AY (¢,x, (7, f,p)) is measurable in both time and
space variables if the position function is continuous.

Lemma 3.7. Suppose that v is a locally bounded measurable function and p (t, x)
is continuous. Then, for any position function f (t,x) € C ([0, T] x R"), the
corresponding profit function A° (t,x, (T, f,p)) € L} ([0, T] x R™).

loc
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Proof. See [7]. O

Indeed, there is an intrinsic regularity relation between the position
function f (¢, x) and the profit function A” (¢, x, (7, f, p)), which is stated
in the following lemma.

Lemma 3.8. Let p(t,x) € C(R x R";R"). Let v(x) be a locally bounded
measurable function. Then

(i) For any position function f (t,x) € L}, ([t, T] x R") satisfying

l
sup [|f (£, )| ooy < 00, with any bounded measurable sef A,
[0 1]

A (t,x,(7,f,p)) € L. ([t,T] x R").

loc

(ii) Suppose that g (t,x) € L} ([T, T] x R") satisfying

!
sup || (£, )|[ e a) < oo,ozafith any bounded measurable set A.
[0 1]

Then there exists a unique f (t,x) € L} ([T, T] x R") with

loc

sup [[f (£ )| ooy < 00
[7.T]

for any bounded measurable set A such that
g(t,x)=A" (t,x,(t,f,p)), forallte]|T,T],
and, in particular, if g (t,x) = 0, then f (T,x) = v (x) a.e.
Proof. See [7]. O
Similarly, for the losing profit function, we have

Lemma 3.9. Let p(t,x) € C(R xR";R"). Let v(x) be a locally bounded
measurable function. Then

(i) For any position function f (t,x) € Li, ([t, T] x R") satisfying

l
sup [|f (£, )| ooy < 00, with any bounded measurable set A,
1]
A% (3, (5, f,p) € L, (7, T) % R).

53



3.2. Existence of Discontinuous Solution in L*®

(ii) Suppose that g (t,x) € L}, _([t, T] x R") satisfying
sup [[g (,*)|[ 4y < 00, with any bounded measurable set A. Then there
[oT]
exists a unique f (t,x) € L} ([T, T] x R") with sup 1S (&Moo (ay < o0
[0T]
for any bounded measurable set A such that

g(t,x) =A% (t,x, (7, f,p)), foralte]|r,T],
and, in particular, if g (t,x) = 0,then f (T,x) = v (x) a.e.

It follows from Lemma 3.8 (Lemma 3. 9 respectively) that there is unique
locally bounded measurable function u? ((t,x),p) (u% ((t,x),p), respec-
tively) satisfying

A (t,x, (0,u? ((t,x),p),p)) = (3.1.12)
A% (tx, (0,u? ((tx),p),p)) =0 (3.1.13)
respectively, for (t,x) € [0, T] x R”, where ¢ (-) is a locally bounded mea-

surable function. It is easy to see that

u? ((0,x),p) = ¢ (x) = uf ((0,x),p). (3.1.14)

3.2 Existence of Discontinuous Solution in L

First we define the supsolution set and the subsolution set for the Cauchy
problem (3.0.1)-(3.0.2) in terms of profit functions. Then we present the ex-
istence proof.

Let

W= {u(t,x) e L. ([0, T] x R") |u(t,-) € L;. (R") forevery t € [0,T]}.
Denote by S the set of supsolutions w (t, x) € W which satisfy
(i) Forany p (t,x) € C(R x R*;R"),
A? (t,x,(0,w,p)) <0, (3.2.1)

for almost everywhere (¢,x) € [0; T| x R". Additionally, for every
€ [0,T], (3.2.1) holds for almost every x € R".
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(ii) The semigroup property : for every T € [0, T],
A“T (4,1, (0,w,p)) <0 (32.2)

for almost every (t,x) € [t, T] x R". Additionally, for every t € [0, T|
, (3.2.2) holds for almost every x € R".

Similarly, S' denotes the set of subsolutions w € W which satisfy
(i) Forany p (t,x) € C(R x R%;;R"),
A% (t,x,(0,w,p)) >0, (3.2.3)

for almost everywhere (t,x) € [0; T] x R". Additionally, for every
€ [0,T], (3.2.3) holds for almost every x € R™.

(ii) Furthermore, for T € [0, T],

AYT (1, %, (0,w,p)) > 0 (3.2.4)

for almost everywhere (t,x) € [t,T] x R". Additionally, for every
€ [0,T], (3.2.4) holds for almost every x € R".

It implies from the definition of S* with the aid of (3.1.5) that, for any
w € S" and

p(t,x) € C(RxR:RY),w(t,x) > u? ((t,x),p) almost everywhere in [0, T] x R".
Similarly, for any w € S' and
p(t,x) € C(RxRLR"),w(tx) <u? ((t,x),p) almost everywhere in [0, T] x R".

Definition 3.3. A function u is a solution of the Cauchy problem (3.0.1)-
(3.0.2) if u belongs to §* and s simultaneously.

Condition (i) of S* and S’ contains the exact information how the so-
lution u is determined by the initial data ¢ ().

To study the perturbation of characteristics paths, we first recall the
definition of weak isotropy.

Definition 3.4. Suppose that O C R? is a domain. A Lipschitz continuous
map x : [0, T] x O—1R¥ is weak isotropy if
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3.2. Existence of Discontinuous Solution in L*®

i) x(0) =1

(i) x(7)is a bi-Lipschitz continuous homeomorphism for any t € [0, T|
with uniform Lipschitz constant independent of 7.

A typical example of weak isotropy is given by the following Lemma,
which can be proven by the Theorem 1.8.

Lemma 3.10. Suppose that f; : [0, T| —R",i = 1,2 are bounded measurable
functions and g : R" — R is Lipschitz continuous. Then the following differen-
tial equation generates a weak isotropy over [0, T

x(t) =g (x) fi (t) + f2(F) -
Proof. See [7]. H

The following lemma establishes a nice property of weak isotropy, which
is the preservation of nondegenerate measure.

m(BﬂBd(xo,r))

Lemma 3.11. Suppose xo € B C x (T) O and hrrglop (B xom)) > 0 where
O C R is a domain. Then
~1(Jo, T[, B) N B! (x71(T) xo,
lim sup - Gl [d +1) - T (Mxor)) (3.2.5)
i m (B (x 1 (T) x0,7))
where x~1 (]0, T[, B) = {(t,y) €]0, T[xR¥|x~1 (t)y € B}.
Proof. See [7]. H

We now show that §* is not empty. In the proof later on, we denote by
L(f) and L (B) the Lebesgue set of measurable function f and the subset
of points of density 1 of measurable set B, respectively.

Lemma 3.12. For fixed p’ (t,x) € C (R x R",R"),u? ((t,x),p’) € S*. More
precisely u¥. satisfies that, for any p (t,x) € C(Rx R",R") and0 < 7 < T,
and for every point (t,x) € L (u%) which is the set of Lebesgue points of u?,

uf 9
A (tx, (T,ul,p)) <O. (3.2.6)

And, for every t > T,(3.2.6) holds for almost every x € R".
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3.3. Consistency

Proof. See [7]. O
Based on a given element w € $*, we can produce another one in S*.

Lemma 3.13. Given w (t,x) € S* and p (t,x) € C (R x R",R"), we define

o (1 x) = w (t,x) if (t,x)€[0,s] xR",
' uﬁ(s’x) (t,x) if (t,x) €:[s,T] xR",
where ui(s’x) satisfies
Alj(s,x) (t, x, (S’ u:v_(s,x)l P)) -0
Then @ € S".
Proof. See [7]. O

It is easy to show that @ € S*, with the help of the proof of Lemma 3.12
and by the definition of AY.
Now we are ready to prove the main result of this chapter.

Theorem 3.1. Given a locally bounded measurable function ¢ (-), there exists
a unique minimal elements of S*, that is, the solution of the Cauchy problem
(3.0.1)-(3.0.2).

Proof. See [7]. ]
3.3 Consistency

It has been shown in Theorem 2.6 that the minimax solutions are equiv-
alent to the viscosity solutions, provided that the initial data are continu-
ous. In this section we show that our solutions coincide with the minimax
solutions, provided that the initial data are continuous.

Let the following functions

(t,x,y) —p+ (t,x,y) :]0,T] x R" x R"—R",

(t,x,y) —p(t,x,y):]0,T] x R" x R"—R",
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3.3. Consistency

be locally Lipschitz continuous.

For the purpose of the proof of consistency, we need to establish the
following lemma on the existence of mutual tracking trajectories of the
characteristic inclusions.

Lemma 3.14. Suppose ¢ (-) is continuous. Let (w+) and u be L supsolution
(subsolution) and minimax solution of (3.0.1) - (3.0.2), respectively. Then, for
every point (tg,xg) € L (w4 ) there exist solutions of the systems of differential
inclusions

(%,2+) € E(bx,za,pa (bx,y)), (9,2) € E(Ly,zp(Lxy)),

that satisfy the initial conditions:

(x (to) ,z+ (to)) = (xo, w (to, x0)), (v (to) , 2 (to)) = (x0, u (to, X0))

and the inequalities + (z4 (0)) — @ (x(0)) >0 £ (z+(0)) —¢(y(0)) <0,
respectively.

Proof. See in [7]. O
Based upon Lemma 3.14, we can prove the following theorem.

Theorem 3.2. Assume that ¢ (-) is continuous. Let u be L* supsolution and
v the continuous minimax solution of (3.0.1) - (3.0.2) respectively. Then u > v
almost everywhere.

Proof. See [7]. O
Similarly, with the help of Lemma 3.14, we have

Theorem 3.3. Assume that ¢ (-) is continuous. Let u be the L* subsolution and
v the continuous minimax solution of (3.0.1)-(3.0.2) respectively. Then u < v
almost everywhere.

Proof. See [7]. ]

Therefore, L* solutions coincide with the continuous minimax solu-
tions when the initial data are continuous. Consequently, the L* solutions
coincide with the continuous viscosity solutions.
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CHAPTER 4

The relativistic Vlasov equation in the

(HJ) form

This chapter presents the relativistic Vlasov equation in a time oriented
four dimensional (R, ) curved space time of class C*, which has local
coordinates (x*), such that x° or t on R is time, (xi), i=1,2;3, on R3 are
space coordinates. The given metric tensor g is of hyperbolic signature
(=, 4,4, +). We assume that in (R¥"!, ¢):

A1 - the hypersurfaces R} = {t} x R3 are spatial, and the lines R x {x},
x € R3, are temporal,

Aj - the time lines are orthogonal to space sections R?, it means that if
(e4) is a base of IR*, then go; = ¢ (g, €;) = 0.

Greek indices «, 3, ... range from 0 to 3, and the Latin indices from 1
to 3. We adopt the Einstein summation convention a,b* =), a,b".

The assumptions (A7) and (Az) imply that in local coordinates x=(x*)
of R3>*! the metric tensor is defined by:

59



4.1. Fibres bundles

0 2 i gq]
g = 800 (x) (dx ) + Sij (x) dx'dx

where go;(x) = 0,g;; (x) >0,i,j =1,2,3, goo(x) < 0.

Different aspects of the relativistic Vlasov equation are presented through
Section 4.1-4.7, this contribution is adapted from [8]. In Section 4.8 all the
assumptions adopted in this study are given. In Section 4.9 the relativis-
tic Vlasov equation is given and the transformation of this one into an
Hamilton-Jacobi type equation is exposed. In this chapter, we give math-
ematical definitions of all the quantities appearing in the Vlasov equa-
tion, we transform steps by steps the relativistic Vlasov equation into a
Hamilton-Jacobi equation, and present different steps which lead to the
definitive form of relativistic Vlasov equation studied in this work.

4.1 Fibres bundles

Definition 4.1. A bundle (E, X, 1) is a pair of two topological spaces E (the
total space) and X (the total base), together with a continuous surjective
map 77 : E—X.

Definition 4.2. A fiber bundle space (E, X, 7, F,G) is a bundle (E, X, )
together with a space F, called the typical fibre, a topological group G of
homomorphism of F into itself and a covering of X by a family of open
sets {U;;i € ]} such that:

a) locally the bundle is a trivial bundle : i.e. it exists an homeomor-
phism @; : 771 (U;) —U; x F, i€ J,suchthatg; (p) = (7(p), §; (p))
with 771(q;) = Prog; where P is the first projection;

b) Vx € U;, 7w~ (x) is called the fiber at x, denoted Fy, and F is called
the typical fibre ;

c) Vx € U;, @iy := @, : Fx—F is an homeomorphism;

d) ¢ixo gb;; : F—F is an element of the topological group G for all
X € Uiﬂujandalli,je I;
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4.1. Fibres bundles

e) the induced mapping g;; : U;NU;—= G by x > g;i(x) = @ixo0
(p]*xl are continuous. They are called the transition functions. The
transition functions satisfy the relation

8ik (1)8kj(x) = gij(x)-

Remark 4.1. If F is a vector space and the group G is the linear group, the
tiber bundle space is called a vector bundle.

Definition 4.3. A principal fibre bundle (E, X, 7r, G) is a fibre bundle (E, X, )
in which the typical fibre and the structural group are simultaneously G
and G acts on G by left translation (i.e Ry : G—Gby R, (h) = hg, withg € G).

We shall need the following definition of the right action of G on the prin-
cipal fibre bundle (E, X, 7, G). Let {U; : i € J} be the covering of X used
to define the principal fibre structure. We first define the mapping R on
71 (U;) and then show that it can be defined coherently in the whole

bundle E.
Let p € Fy, x € U;, define g; by
gi = Pix(p)

where §; , is the homomorphism from F, to G. By definition

(Rgp); = 97y (8ig), p e m (Uy).
Remark 4.2. Clearly Rg, Rg,p = Rg,q,p, thatis {Re, g € G} is a group (anti)
isomorphic to G which acts on the right on 7z L),

p and R, belong to the same fibre. The group {Rg, ¢ € G} acts transi-
tively in each fibre.

Theorem 4.1. For p € ! (U; N ;)

(Rep); = (Rgp)j-
Proof. See [8]. H

Remark 4.3. Since the mapping R, is independent of the choice of the open
set U; containing 7t (p) it is well defined over all of E and we can write

Ry (p) = @x 0Rg 0 Gi, x=7(p).
One also note the simplified notation pg instead of R, (p) .
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4.2. Lie group of transformations and adjoint representation

The definition of cross section will be useful in the sequel of this work,
we recall it here for its importance.

Definition 4.4. A cross-section of the bundle (E, X, 1) is a mapping
f:X—Esuchthat mo f = idg.

The following theorem shows a particular relation between the bundle
structure and a cross-section.

Theorem 4.2. A principal fibre bundle (E, X, rt, G) is trivial if and only if it has
a continuous cross-section.

Proof. See [8]. ]

4.2 Lie group of transformations and adjoint rep-
resentation

Let us consider a Lie group G and G its associated Lie algebra.
4.21 Lie group of transformations

We consider the finite dimensional group of transformation {c,; ¢ € G}
where G is a Lie group of dimension 7, X is a smooth manifold of dimen-
sion 1.

Definition 4.5. {0, : ¢ € G} is a Lie group of transformation if the map-
ping
c:GxX—=Gby (g,x) — 0(g,x)

is differentiable and if the set of transformation {c, : X — X; 05 (x) = 0 (g, %)}
together with the composition mapping follows the group properties:

O'gh = U'g o 0y,
Ue == ZdX.

Remark 4.4. Tt follows that Og-1 = Uy 1
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4.2. Lie group of transformations and adjoint representation

Definition 4.6. A Lie group operates G operates effectively on X if
0g (x) = x for any x € X implies g = e.

G operates freely on X if 0y (x) # x unless g = e.

G operates transitively on X if for every x € X and y € X there exists
g € Gsuch that og (x) = y.

Definition 4.7. A one-parameter subgroup of a Lie group G is a differen-
tiable curve
g:R—Gbyt— g(t)

such that

g(t)g(s) =g(t+s)

g(0)=e.
Definition 4.8. A Killing vector field on X relative to the action of G is the
vector field with generators the group of transformation {O'g(t) it e ]R}.

Remark 4.5. The integral curve going through the Killing vector field v sat-
isfies the equation

ox (e) = x.

{%ax (g () = (0x (g(1))

The following Theorem proved in [8] establishes that a one parameter
subgroup is defined by its tangent vector -y on e.

Theorem 4.3. The one parameter subgroup of G is the integral curve going
through the origin e of left invariant vector field.

Hence we can label the Killing vector field with generator

{Ug(t);dg (t) /dt|t:0 =,t € ]R}

i do (3 (1))
oy (g (¢t
04 — X /
o7 (%) dt =0 7
The next result still in [8] proves that the set of left invariant vector fields
on G forms a vector space of same dimension as G.

63



4.2. Lie group of transformations and adjoint representation

Theorem 4.4. There is a bijective correspondence between the set of left invariant
vector fields and the set of vectors tangent to G at e, namely the tangent space
denoted T, (G) .

An element ¢ € T, defines the generator v" of a one parameter sub-
group of transformation

ot () = Ry (e) v
where Ry, (¢) = gh. The element <y also define the Killing vector fields vX

on X which generates the group of transformation {(7 (t)} of X as follows

8

ot (x) = oy (e) 7.

Then the dimension of the space {vX} of Killing vectors fields is equal to
the rang r of the mapping o7, (e); r is equal or small than the dimension p
of T, (G). The following result in [8] characterizes the relation between the
set of Killing vector fields and T, (G) .

Theorem 4.5. The four following statements are equivalent.
1. r=p.
2. K = 0ifand only if y = 0.
3. G acts effectively on X.
4. the space of Killing vector fields on X is isomorphic to T, (G) .

4.2.2 The adjoint representation

Let us consider g an element of the Lie group G. The map L; : G—G,
Ly (h) = gh is called the left transformation and the map Ry : G—G,
Rq (h) = hg is called the right transformation. By the definition of the Lie
group G the maps L and R, are both differentiable maps.
The map
LyoRg"': G—=G, h v ghg™"

is an inner automorphism of G that defines a linear isomorphism (Lg o Réjl) (e)

from T, (G) into itself, and denoted Ad (g). Since the Lie algebra and the
tangent space T, (G) are identified, we deduce the following definition.
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4.3. The canonical form: Maurer-Cartan form

Definition 4.9. The mapping Ad : G— L (G, G) such that

!

Ad(g) = (LgoRg") (o)
is called the adjoint representation of G on .

Definition 4.10. Let X and Y be two differentiable (C¥) manifolds. Let
f : X—=Y be a differentiable mapping.

The reciprocal image of a covariant vector 6, under a differentiable
mapping f, denoted f*, is defined by

(F*0),0x =0y (f'0),, y=F(x).

4.3 The canonical form: Maurer-Cartan form

Definition 4.11. The canonical form or the Maurer-Cartan form w on a Lie
group is a one form with values in the Lie algebra G of G defined through
the relation

w (vg) = vy where y = L;llvg e T, (G).

Theorem 4.6. The Maurer-Cartan form is left invariant vector field, its recipro-
cal image under a right translation satisfies the relation

Ryw = Ad(g How.

Proof. See [8]. O

4.4 Connections on a principal fibre bundle

Definition 4.12. A connection on the principal fibre bundle (P, X, 7T, G) is
amapping 0y, : Ty (X) —T, (P), x = m(p) for each p € P such that

1. opis linear,

2. 7'y is the identity mapping on Ty (X),

3. 0 depends differentially on p,

d.og, = Réap, g €G.
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4.4. Connections on a principal fibre bundle

Remark 4.6. Since 0y, is linear, the space of horizontal vector at p, denoted
Hy, is defined by

Hy =0y (Tx (X)), x=7m(p).

The space Hy, is a vector subspace of T, (P). Due to property 2 of Definition
4.12 we have also
n'Hy, =Ty (X), x=mr(p)

thus Hj, is isomorphic to Ty (X), by the linear mapping 7. The Defini-
tion 4.12 can be expressed in terms of these horizontal vector spaces Hy, as
follows.

Definition 4.13. A connection on the principal fibre bundle (P, X, 7T, G) is
a field of vector spaces Hy, , H, C T, (P), such that

1.7": H,— Ty (X), x = 7 (p), is an isomorphism of vector spaces;

2.Hy deperjds differentially on p,

3. H,, = RyH),.

Remark 4.7. The elements of the tangent space V, := T, (Gyx) to the fibre
bundle Gy at p are called vertical vectors. Since 77V}, = 0 then

T, (P) = Hy @V, (4.4.1)
that is any v € T}, (P) can be written uniquely
v=uvy+oy,vg € Hy,oy €V

vy depends like vy on the choice of Hp.

4.4.1 Canonical isomorphism between the Lie algebra G
and the vertical space V),

Since G acts effectively on P by R, there is a natural vector isomor-
phism between the Lie algebra G of G and the space of Killing vector
fields {vX} on P relative to G defined by 9, + véx ) where 9,y € G

and vfa) € {vX} are both generated by v, (¢) = dg (s) /ds|_, € T. (G)

B (8) = Ly ()2 (), of,) (p) = (Ryoyp) /5|,
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4.4. Connections on a principal fibre bundle

Next because p and Rgp lie in the same fibre, any Killing vector vX (p)
is a vertical vector. In addition a Killing vector field does not vanish at any
point unless it corresponds to the zero element of the Lie algebra according
to Theorem 4.5. Since the correspondence is linear, the dimension of the
space {vX (p)} is equal to the dimension of the space {vX }, which is equal
to the dimension of the Lie group G and of V). In conclusion let v € G

corresponds to dg (s) /ds| _, € T, (G); the equation

v(p)=d <Rg(s)p> /dsls=o
defines the canonical isomorphism between G and Vy
v(p) <0 v(p) €V (4.4.2)

Definition 4.14. An (exterior differential) p-form ¢ with values in a given
finite dimensional real vector space V on a manifold X is an application
X+ @y, x € X, @y is p-form at x with valuesin V.

It can be written, if ¢, is a basis of V
9= 9" e

where the ¢* are the scalar valued p forms. ¢ is of class C* on X if the ¢*
are of class CF.
Given an element of G, the canonical isomorphism defines a vector

—

field v, (p) = . When we are given the field of horizontal subspaces
Hy, we have for each p € P a well defined family of linear mapping

T,(P) —Gbyv s vero pe€ P, (4.4.3)

a direct consequence of (4.4.1) and (4.4.2).

In agreement with previous definition we call the family of mapping
(4.4.3) 1-form w in P with values in the vector space G, the Lie algebra of
G:

w (v) = verv and thus w (horv) =0, Vo € T, (P).

Note that if (e,) is a basis for G and if (6') is a basis for Tj (P) , then w
can be written .
w=w"Re, = wi e,
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4.4. Connections on a principal fibre bundle

where the w” are 1-form on P.

It results from the property 2 of Definition 4.13 that the w* are differ-
entiable 1-form on P, and w is a differentiable 1-form on P with values
on G. The equivariance (propertiy 3 of Definition 4.13) of the horizontal
subspaces H), insures that R}, preserves the decomposition of any tangent
vector space to P into a horizontal and vertical part

Rpp = (Rpo) + (Rpo) = Ry + Ryoy if o = gy + oy

If we compute the pull-back of w by R, we find

(Riw) (0 = (Rew) = ((Rie), ) = (Reov)

The restriction of w to a fibre G, = 7! (x) defines a 1-form on Gy
(which we shall also call w) by

w (vy) =9y, vy €Ty (Gx) = V).

This form can be identified with the Maurer-Cartan canonical 1-form on
G through the identification Z : G— G, obtained by choosing a point in
Gy and setting Z (h) = p if and only if p = R;,p. We deduce then from the
transformation law of this canonical 1-form that

<Réw> (v) = Ad (g”) w (v)

where Ad is the adjoint representation. We arrive thus to the third defini-
tion.

Definition 4.15. A connection in the principal fibre bundle (P, X, 7, G) is
a 1-form on P with values in the vector space G such that

1. wp(u) = i whereu € Vyand il € G are related by the canonical iso-
morphism,

2. wy depends differentiably on p,

3. Wiy (Réw) Ad (§71) wp (v).
Remark 4.8. If a connection is given by the Definition 4.15 we define the
horizontal subspaces by the kernels of the mapping w, : T, (P) —G,
namely

H,={veT,(P); =0},
it is easy to verify that these spaces Verlfy the propertles of Definition 4.13
and thus the equivalence of the two definitions.
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4.4. Connections on a principal fibre bundle

4.4.2 Local connection 1-form on the base manifold

For a given connection w we shall now associate with each differen-
tiable local section of 7=! (U) C P, U C X, a 1-form with values in G.
Let
f:uUcCcX—f(U)CP, mof=idx
be a local section of P, we define a 1-form f*w on U with values in G by
the pull-back of w by f : thatisifu € T, X, u € U

(ffw)y (1) = wpry) (f'u).
Conversely

Theorem 4.7. Given a differentiable 1-form w on U with values in G, and a
differentiable section f of 7t ( U)fl, there exists one and only one connection w
on 7t (U) ™" such that f*w = @.

Proof. See [8]. O

This construction can be extended to the case where w is a differen-
tiable 1-form on the whole base X and leads to the following theorem.

Theorem 4.8. There exists in each principal bundle with compact base X in-
finitely many connections.

Proof. See [8]. O

In the next paragraph we shall prove the converse of the above theo-
rem, namely given a trivialization {U;, ¢;} of the bundle P and a connec-
tion w on P, there corresponds a unique family {@w;} of connection 1-form
on the base of manifold.

First we define the section s; of 7! (U;) canonically associated with
the trivialization ¢;.
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4.5. Curvature

Let Id; : U;—=U; x G by x — (x,¢e). A trivialization defines a section s;
and vice-versa, through the equation
§; = (Pz_l o I_dl

Let w; = sfw , the form @; on U; is called the connection form in the
local trivialization ¢;.

Potentials. In the Yang-Mills theory of physics, the 1-forms w; are usu-
ally called potentials (gauge potentials) and the trivialization ¢; are called
local gauges. The w; are related to the traditional potential A by a multi-
plicative constants.

The next Theorem [8] gives the gauge transform relation.

Theorem 4.9. At a point x € U; N U; the connection forms w; and @ in the
local gauges ¢; and ¢; corresponding to the same connection on P are linked by
the relation

Wiy = Ad <81§1 (x)> Wix+ <8ﬁ9Mc>x
where g;; is the transition mapping
8ij u,n LI]—>G by X = 8ij (x) = 43i,xoq~)j,x eG

and g;;.OMC denotes the pull back on U; N U; of the Maurer-Cartan 1-form on G
by this transition mapping.

4.5 Curvature

4.5.1 Curvature

Definition 4.16. Let (P, X, 77, G) be a principal bundle with connection Hp
defined by a 1-form w on P with values in G. Let h : T, (P) — H, by
0 +— UH.

The exterior covariant derivative D¢ of a 1-form ¢ = ¢* ® e, on P with
values in some vector space with basis (e,) is defined by the relation

D(P (01, .. .,Z)H_l) = d(P (hvl,. . .,hUr_H)
where d¢ = (d¢*) ® e,.
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4.5. Curvature

Definition 4.17. The 2-form () = Dw with values in G is called the curva-
ture form of the connection w ( curvature form of the connection H).

Definition 4.18. A differentiable r-form « on P with values in a vector
space E is said to be of type (p, E) if

=0 <g_1) a, Vg € G.

where p is a representative of G in E.

One also says that « is equivariant under the right action R by the
representation p.

A differentiable r-form a on a principal fibre bundle P is said to be
horizontal form if « (v1,...,v,) = 0 whenever at least one of the vectors
v1,...,0ris vertical.

If in addition « is horizontal, it is said to be tensorial of type (p, E).

Lemma 4.1. The curvature form Q) is a tensorial form of type (Ad,G) :

(RéQ) (u,v) = Ad (g_l) Q (u,0).
Proof. See [8]. H

Theorem 4.10 (Cartan structural equation). If w is a connection on P and
Dw = Q), then

Q(u,v) =dw (u,v)+ [w(u),w (v)] .
Proof. See [8]. O

4.5.2 Local curvature on the manifold, coordinate expres-
sions of potential and field strength

In a local trivialization (U;, ¢;) the 2-form Q) on 7! (U;) is represented
by the 2-form O); on U; defined through the corresponding cross section s;
by
ﬁi = S:-(Q .
It results from the Cartan structural equation and the commutation of the
pull back with d that
Q; = dw; + [w;, @j] .
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4.6. Phase space of particles, Yang-Mills charge

In Yang-Mills theory a 2-form (); is called a field strength or a Yang-
Mills field in the gauge ¢; and is usually labeled F; up to a multiplicative
constant.

Let (e,) denote a basis of G and cj, the structure constant given by
lea, ep] = cSpec. Let (ey) denote a basis of Ty X for x € U. Then the com-
ponents @, and 5;,/ are defined by @ (e;,) = wWeq, Q(ey,e)) = ﬁ;vea,
while the structure equation gives

Q

a

H

b

_ -—a -—a a ——0-—C
y = Ouy, — YWy, + Cp W, Wy,

4.6 Phase space of particles, Yang-Mills charge

Definition 4.19. The Yang-Mills charge is a C* function
g:R*—G (4.6.1)

such that g = g%,, and of Ad type by change gauge transform whose
given norm is e.

One defines O the sphere on G defined by
O:q-q=q)*=e. (4.6.2)

The phase space of particles denoted Py with Yang-Mills charge is de-

tined by
Py=TR*xG=R*xR*x G

with local coordinates (x%, p*,4?),« =0,1,2,3, a=1,2,...,N. Here
x = (x*) is the particle position, p = (p*) the particle momentum, g = (4%)
the Yang-Mills charge of particles.

Remark 4.9. The trajectories of particles of momentum p = (p*) and charge
q = q"¢, are a solution of the differential system, [31],

dx®
T (4.6.3)
d o
d a
W= —pfaeal = Q" (465)
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4.6. Phase space of particles, Yang-Mills charge

Remark 4.10. According to (4.6.3-4.6.5) the local coordinates of the tangent
vector X in the trajectory of a particle is given by

X = (p%, P%, Q%). (4.6.6)

The scalar g (p, p) is constant along the orbit of X in Py, for a particle
of rest mass normalized to unity m = 1 one has

Vx € R* gup (x) ppP = —1. (4.6.7)

For a fixed x, equation (4.6.7) defines an hyperboloid P, C Py . By
(4.6.7) we obtain

Prip’ = \/(800 (x%))7H (=1 =g (x*) pip)) (4.6.8)

where p? > 0 symbolizes the fact that particles eject towards the future.

Observing that dd—’f = p, we deduce that x¥ is an increasing parameter,
hereafter it will be denoted x* = t € [0, +oo] .

The following proposition expresses that particles with rest mass m =
1 lie in Py .

Proposition 4.1. The trajectories of particles of the rest mass m=1 lie in Py.
Proof. See [31]. O

Remark 4.11. In [31] the proof of global existence and uniqueness of the tra-
jectory of the system (4.6.3)-(4.6.5) is settled if initial conditions are given.

In the kinetic theory, the matter is composed of the collection of parti-
cles whose size is negligible at the considered scale. It is assumed that the
state of matter, in a space-time (R%; g), is represented by a particle distri-
bution function. The distribution is interpreted as density of particles at a
point x which has associated momentum p € Ty (R*) . We state a defini-
tion.

Definition 4.20. A distribution function f is a positive scalar function on
the space phase Py, of a Yang-Mills charge i.e

f:PyxG—Ry, (x,pq) — f(x,p9).
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4.7 Yang-Mills potential and field

Definition 4.21. A Yang-Mills potential A is a G —valued 1-form in R*.

A:R*—~G, A= (Ay) inlocal coordinates.

Now RR* can be consider as a base of principal fibre bundle 7. In fact,
let 7 = R* x G, then G operates freely in the right on 77 by
Y x G—1,((n,g),h) — (n,gh).

One deduces that (17, R*, 7, G) is a principal fibre bundle with base R*
and structural group G. Let S be a global section of # (if it exists), one can
find a 1-form connection w : 7 — @G, called Yang-Mills connection such
that

A=Sw.

Let O) be the curvature of w, then one deduces from the Cartan struc-
tural equation that
Q=dw+ [w,uw].

Let F be the G—valued 2-form on R?, the Yang-Mills field, define by
F=S5*Q),
then

F=580Q=5 (dw+ [w,w])
= S"dw + [S*w, S*w]
=dA+[AA].

It follows that in local coordinates x* of R* and in the basis (&,) of G
i, = 0, AL — 3, Al + cj AL A, 4.7.1)

where c;, are the structure constants of the Lie algebra §. One observes
that (4.7.1) can also be denoted

Fi, = 04 A} — 0, Aj, + [Ay, A)]". (4.7.2)
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By the antisymmetry of the Lie bracket, it follows that Fj, is antisym-
metric with respect to the indexes y and v, thus F; = 0. Consequently ¢}
is also antisymmetric in b and c. Note that by (4.8.1), one deduces that

cpe = 0. (4.7.3)
In fact by (4.8.1), settinga =¢,, b=¢,, c=¢
€a- [Eb/ Sc] = [ga/ Sb] ‘€
e
c‘,fcea gg = cgbsd ‘€. (4.7.4)
Onehase;-e5 =105, ¢e5-ec= 6%, then (4.7.4) becomes
Che = Copp (4.7.5)
Setting a = c in (4.7.5), one obtains
CZC = Cgb = _Cgc'
Then (4.7.3) follows easily.

Definition 4.22. The gauge covariant derivative, denoted V, of a function
A : R*— G is defined by

VA = VA + [Ag, A .

4.8 Main Assumptions

We present here the assumptions of this work.

1. We assume that G is a Lie group with G the associated Lie algebra.
We consider that G is the euclidean space RYN embedded with an Ad-
invariant scalar product, which is denoted by the dot -. This scalar
product is such that

[w,0] - w=u-[v,w], u,v,weg (4.8.1)

where [+, -] is the Lie bracket. The Lie algebra G is assumed to have a
fixed basis denoted (¢,) a =1,...,N.
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4.8. Main Assumptions

2. The F,g and A, are given in C° ([0, co[xIR?) the space of restriction

to [0, o[ xR3 of C* functions or G —values tensors with compact sup-
port on IR3.

3. We impose on the Yang-Mills potential A = (A,) the temporal gauge
Ao =0. (4.8.2)

4. We assume that the metric tensor g = (g,g) has a Lorentzian signa-

ture (—, 4, +, +) and expresses in local coordinates
g = —dt* + gij (x%) dx‘dx/ (4.8.3)

in which g;; are given differentiable functions of the the time ¢ and
space ¥ = (x'),i = 1,2,3. One then has go; = 0, gij > 0i,j =
1,2,3.
One assumes the ;g,] are bounded. This implies that there exists a
constant C > 0 such that

0aij

&ij
The assumption (4.8.4) is for instance satisfies by the Minkowski

tensor metric and also by an inhomogeneous tensor metric of the
Szekeres-Szafron family of solution of Einstein equation [25] .

<C,i,j=1,23a4=0,1,23 (4.8.4)

5. We assume that the non-abelian charge q of the Yang-Mills particles
is a function of class C* from R* to G whose given norm is ¢ > 0.
One also supposes that gV > 0.

Remark 4.12. 1If we use the relations (4.7.1) and (4.8.2) we obtain that
Fyi = doA;, i=1,2,3. (4.8.5)

The Christoffel symbols I'} up Of the Levi-Cevita connection V, associated
with g are

1
Tl = 58" (9ugup + Ipgan — 9uSop)
are computed to be
1
Ly = angijz 1“0] g "dogir,
I3, =0, rlpj = 58 * (0p8Kj + 08 pk — Sypy) -

(4.8.6)
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4.9. Transformation of the relativistic Vlasov equation

4.9 Transformation of the relativistic Vlasov equa-
tion

The Vlasov equation, also called Liouville -Vlasov equation, is the equa-
tion satisfies by the distribution function in the space-time (R*>*1,g). In
the Vlasov model, one assumes that a gas is so rarefied that the particles
trajectories do not cross. The equation is the cancellation of the Lie deriva-
tive of f with respect to vector field tangent to the trajectories of particles;
it follows that

Lxf =0. 4.9.1)
In the local coordinates, (4.9.1) writes
pt aj; f F Qe f = 0. (4.9.2)
We recall that
— (pﬂé, PDC’ Qﬂ) .

. By (4.6.2) and (4.6.7), gN can be expressed with q“,

a=1,...,N—1,and po expressed with x*, pi i = 1,2,3. Then we obtain
that the distribution function f of Yang-Mills particles is defined as func-
tion of independent variables (t,x',p',q") i=1,23 a=1,...,.N—1,
denote by (t,%,7,7). So f = f(t %,7,9);tERxeR,peR,ge RN L
Using the fact that gV > 0 and p” > 0, we deduce from (4.9.2) the follow-
ing equivalent form of relativistic Vlasov equation

af _ pi of Piof Q" of
~3f p(’@ Pa—pijLWa—qa. (4.9.3)

Now we will transform (4.9.3) into another equivalent form. Let us
denote H the function defined at the right hand side of equation (4.9.3)
that is

of (PlOf Q' of

. 494
PO axz PO apz ]90 aqa’ ( 9 )

H(t,%,p,q,f, Vepaf (£, %, 7,0)) =

where using the relations (4.6.3)-(4.6.5)
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4.9. Transformation of the relativistic Vlasov equation

P! i P ( ~ ~pf) Q_ 7 b
— = 2I3p —Tup/=+qg- (FA+F '~ ), = =—-5C} g°A;. (4.9.5)
PO O]p ]kP PO q 0 ]PO PO PO bl Ak

Setting

af ~ df _E
axi/vl_ apilwtl_ aqa

in the relation (4.9.4) and then using relations (4.9.5), the function H be-
comes:

u; =

H:[0,40[xR>xR3x RN"! x R x R® x R® x RN"! — R

with

H(t,%,p,q,2,1,0,0) = su;+ q-<P6+P}@)—2F6]-P’— }kP’@ v;

k
= %CZCqCAZwa . (4.9.6)

Then we obtain the following Hamilton-Jacobi equation, where a Lipschitz
continuous function fy : R® x R?* x RN~! — R and a real number T > 0
are given:

5,7) =0 in]0, T[xBgrs(O, T)xR3 x RN-1
q) on Bgs(O,T)xR3 x RN~
(4.9.7)
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CHAPTER b

Existence results and optimal control
problem

In this chapter, we address the issues of a global existence theorem in
finite time to the main problem of this work, and the construction of an op-
timal control problem. Firstly, we establish some energy estimates, based
in particular on the previous chapters and the use of some classical results.
Secondly, we prove the main existence theorem of this work. Finally, we
establish that the viscosity solution of the relativistic Vlasov equation, for
which the existence is proved in this chapter, is a solution of an optimal
control problem.

5.1 Fundamental estimates

The next lemma will be useful to bound some quantities.

Lemma 5.1. All TA

up and z—; are bounded over [0, T| x Br3(O, T).
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5.1. Fundamental estimates

Proof. Let (t,%) €[0,T] x Bg3(O,T) and 1 < i,j < 3. By (4.8.4) and inte-
grating over [0, t] one deduces from

that
8ij (0,7) ™" < g (£, %) < g (0, %) !
The function g;; is continuous on the compact set [0, T] X Bgs (O, T),
then for 0 <t < Tand ¥ € Bys(O,T)

e Tgh <o Cgl <gp(t,x) < g <eTgv, (G

where ¢® = inf ¢4(0,x)and ¢° = sup gi(0,%)
K sebon” A 7€BLs(0,T) :
and

S()_ Io_
8 mgxgqlg lr;fgzj

Note that gisjo and gf](? are not vanished because because g;; > 0 in the
compact set Bgs (0, T).
Using (4.8.6), (4.8.4) and (5.1.1) and we obtain:

: 1 .
Loj| =5 8" 00gik
1] g dogik
2 g glk gik
1 009;
< 2 |oik 08k 510
<3 i (5.1.2)
C
< = 1.
< (5.1.3)
1
1 angj
< Z
=5 ‘&]’ %
< %eCTgSO, (5.1.4)
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5.1. Fundamental estimates

P_i<;<eCT 1 (5.1.5)
P Ve (63) T vglol h
and
il o1 im 2 2078
k| =28 (|Ok&mj| + |9jgmk| + |9mgjk|) < 10C%e o
that is
ot (5.1.6)
Consequently, we conclude that all Fﬁﬁ and ;;(i, are bounded
over [0, T] XxBgs(0, T). O

Lemma 5.2. The map x* — p(x*) is uniformly bounded over [0, T] x Bg3 (O, T).
Proof. Using (4.6.4), (4.9.3), and (4.9.5), we have

dp' o . pk , pl
d—’z = —2Tjpl - r;kpf% +q- (F(’) + 1—*;%) . (5.1.7)
So using (4.6.2), inequalities (5.1.5), (5.1.6 ) and the fact that F € C ([0, +o0[ xIR3)

we get
‘d_Pi

dt

(66CTg5° +3¢2 \/;_1 x 10C%e 218’ ) Z 1P/

1
+elF| <1+eC5 \/g_l()) . (5.1.8)
So i
‘d—ﬂ < Alp| +B (5.1.9)

— [ 66CT oS 2,57C 8% — ch_1
where A = (66 9”0 +30C%e2 gﬁlo> and B = 3e |F| (1+e 2 \/gTO> :
Integrating relation (5.1.9) over [0,t], 0 < t < T and using the inequal-
ity
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5.2. Estimates on the Hamiltonian

[ e < [

P (1) < p(O,T O)] + Bt + 4 [ [p(s,%(5))lds.

dp (T, x (1))

e dr,

one obtains

By the Gronwall Lemma 1.2, one obtains the following inequality
[p(t,%)] < (1p(0,7(0))| + Bt) (1+ Ate™), (£,%) € [0,T] x Ba(O, T)

which completes the proof of Lemma 5.1. O
5.2 Estimates on the Hamiltonian

In Section 4.9, we have obtained the following function called the Hamil-
tonian, after the transformation of the relativistic Vlasov equation,

i

Htxpazmo0) = Pt (g (FeFPY —arig 1P o

7 /]9;5]; U, Yy po 1 ‘7 0 ]po O]p ]kp po Z)l
Pk

—chchAZwa (5.2.1)

with (t,%,p,4,z) € [0, +00[xR3 x R3 x RN~1 x R.

Now we propose to verify that the Hamiltonian H satisfies all the as-
sumptions (B1)-(B4) of the Section 3.1, in order to use this one further. This
is done with the following Proposition.

Proposition 5.1. Let T > 0 be given. The Hamiltonian

H:[0,T] X Bgs(O,T) x R®> x RN"1 x R x R® x R* x RN — R

(t,%,p,4,2z,14,0,) — H(t,X,P,q4,2,i,0,T)

defined by (5.2.1) satisfies the following properties :
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5.2. Estimates on the Hamiltonian

(B1) H is continuous in (t,%,p,q,z,,0,D)

(B2)
|H(t1f/ﬁ;qzzza/5/w) _H(t/flplq_lzlm/ _17)|
< Co(1+ 7]+ |p| + 1) (|7 — ] + [o— ) + |0 — 7]) (522
and o
|H(t,%,p,7,2,0,0,0)| <Co(1+ |x|+ |7+ 14]), (5.2.3)
for some Co > 0, (t,%p,4z) € [0,+00[xR?® x R® x RN-1 x R;
(1,0,@),(m,7n,7) € R® x R® x RN~!
(B3)
|\H(t,%,p,q,z,1,5,®) — H(t,¥,7,5,2,3,0)|
SAL) A+ ] + ol + @) ([x =gl + [p—7]) + 15 -35]) (5:24)
with |x| + |p| + |G| < L, |§] + |7| +|3| < L for some A (L) where L > 0 is
given. (%, p,q),(y,r,s),ﬁ,ﬁ,w € R® x R3 x RN-1, (t,2) € [0, 0[xR.
(B4)

|H(t,%,p,4,21,4,0,@) — H(t,%,p,q,22,1,7,)]
< Co(1+ |x| + Ipl + |g| + || + [8] + |@]) |21 — 22| . (5.2.5)

for some Cy > 0, (t,%,p,3,1,0,®) € [0;+00[xR3 x R¥ x RN"! x R® x R3 x
RN-1 , 21,22 € R.

Proof. Consider that T > 0 is given
- For assertion (B1): Since p > 0, H is obviously continuousin (t, %, p, g, z, iI, 0
- For assertion (B2): One has by definition of H:

|H(t,%,p,4,2,0,0,0)| =0,
which implies that
[H(t,%,p,4,2,0,0,0)| < Co(1 +[x]+ |p| +1g]),
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5.2. Estimates on the Hamiltonian

Using the definition of H, one has
H(t,%,p,q,z1,0,®)—H(t X, p,q,z,m,,7) =

i . . pl o o
%(ui —mj)+ (q- (Fy+ FI5y) —2I4;p! — rl'kpjg_)(vi — ;)

Using the Lemmas 5.1 and 5.2 and the hypotheses |q| = ¢, A, F € C([0, +00[xR?)
which allow to bound I7,q - (F) + F;Z—é) and 5—:) over [0, T] x Brs(O,T),
one easily obtains from (5.2.6) the following inequality

‘H(t,f, ﬁ/q_lzl alﬁlw) - H(t/x/ ﬁ/q_rzlm/

1,7)]
< Co(1+ [x] + |p| + |q]) (| — m|

+15—1|)+|w—7F|) (5.2.7)

in which Cy = C (e,gfj",gf]‘?,T, A, |F‘) .

- Assertion (B3): Let L > 0, such that |x| + |p| + |g]| < L, |7] +|7| + |5] <
L. Using the definition of H one obtains

H(t’xlp’q_’z’ﬁ’zj’w) - H(tlylflglzll/_ll@/w) =
L ‘ j o
(%_r_o> u; + ((q—s) Fy+ F; (q%—sr—o) +214;(r — )
1’*1 ]_k ]p_k . C_k_ cp_k Ca CAb 528
+]k r 0 ppo Ui+ | s 0 q 3 bed  ArWa. ()
But
- m=hs (=) + 50 =)
k k k c k
SC:_O_QC%::—O(SC_qC)+z—Q(rk Pk)_%rlo (pO_rO)qc e
] | ] ' . .
q%—s:—é:z—(q—s)+io(p]_r])_;_]#(YO_pO)S (5.2.9)
i~ VA k j k
75— Pl = 5 (7 = p1) B = ) ()




5.3. Global in finite time existence theorem

Due to the fact that #, rlo < 1, the Lemmas 5.1 and 5.2 which allow to

bound I‘i‘ﬁ, g—é and :—S over [0, T] x Br3(O, T), also using the hypotheses

lq] = |s| =, A, F € C§ ([0, +00[xIR?), one obtains from (5.2.8) and (5.2.9)
the following inequality

|H(t,%,p,4,z,4,0,®) — H(t,¥,7,5,2,4,0,D)|
< C(A+[af + o[ + |@])(|x = g| + [p = 7[) + |7 —5])
where C =C (e,gisjo,gqu,T, |A|, |F|> = A(L).
- Assertion (B4): In (5.2.8) take X = ¥y, p = 7 and 5 = g, then (B4)
follows. O

5.3 Global in finite time existence theorem

In what follows let T > 0 we denote
Kr =10,T] x Bgs(O,T) x R® x RN"L,
Let us assume that a Lipschitz continuous function
forR*xR¥xRN"! R
and a real number T > 0 are a given. Let
Hr =]0, T[xBgs(O, T) x R® x RN},

and consider the following Cauchy problem:

ft(t’flﬁ/q_)—i_ﬁ(t/ _/ _,17):0 inHT (531)
f(0,%,p,9) = fo(%,7,9) on BIR3(O,T)X]R3 « RN-1 3.
where

H(t,%,p,q) = H(t %, 7,4, f, Vapaf (L% P, 0)).
Our main purpose will be to prove using a result of [7] that the Cauchy
problem (5.3.1) has a unique L* minimax viscosity solution f € C(Kr).
We are now able to give the existence theorem of this work, which is
deduced from Theorem 3.1.
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Theorem 5.1. Let us assume that a Lipschitz continuous function
fo:[0,+o[xR3x R® x RN"! i+ R

and T > 0 are given. Then the Cauchy problem

=

ft(t 175/‘7 7 7
f(0,%,7,q9) = fo(%,7,7) in Bgs(O,T)xR3 x RN—1

admits a unique continuous L* minimax viscosity solution.

Proof. It is proved in Proposition 5.1 that the Hamiltonian H satisfies the
properties (B1), (B2), (B3) and (B4). Consequently theorem 3.1 and theo-
rems 3.2 imply that the Cauchy problem admits a unique continuous L*
minimax viscosity solution f € C(Kr) for T > 0. O

Corollary 5.1. The relativistic Vlasov equation
o P P QO _,
ot = ploxi  plopi = plagt

in Yang-Mills charged models has a unique continuous L™ minimax viscosity
solution f = f(t,%, p,q) on KCr that satisfies the initial condition f(0,X, p, ) =
fo(%,p,g) inR3 x R® x RN-1,

Proof. The proof is a direct consequence of equivalence of the Cauchy
problem (5.3.1) and the relativistic Vlasov equation in Section 4.9 with ini-
tial condition (0, %, 7,7) = fo(%, p,4) in Brs(O,T) x R® x RN-1. O

5.4 Optimal control problem

5.4.1 Optimal control problem

We first describe some general results about the deterministic optimal
control problems. To describe these one, we consider a system which state
is given by the solution y, (-) of the following differential equation:

dyflt(t) =b(yx(t),0(t)) fort >0, y (0) = x € RY, (5.4.1)
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5.4. Optimal control problem

where b maps RN x V into RN, V is some given closed convex set (or
compact) in RN which will be called the set of values of control.

The control v(-) is any measurable bounded function from [0, +oco| to
V. We will hereafter assume that b satisfies:

Ib(x,v) — b(y,v)| < Clx—y|, Vx,y € RN Yo € V;
b(x,0)] <C, V(x,v) e RNxV, (5.4.2)
b(-,-) is continuous on RN x vV,

for some constant C > 0.

Then Theorem 1.8 implies that (5.4.1) has a unique solution for all x €
RN denoted by v (-).

Definition 5.1. A pay-off function (or cost function) for each given control
v(-) is defined as

It x0()) = |

l
0

1 (v (1)) exp |~

t s

(s (5) 0 (5D exp |~

t

c(yx (A),v(A)) d/\} ds

c(yx (A),v(A)) d/\}
(5.4.3)

where [, c and ug are given functions which satisfy: 3C > 0 such that for
¢ =1,c we have

lp(x,0) — o(y,0)| < Clx—y| Vx,y e RN, Vo € V;
lp(x,0)| < C, V(x,v) e RN xV; (5.4.4)
¢ is continuous on RN x V,

and
|ug (x) —uo (y)| < Clx—yl,
lug(x)| < C, Vx,y € RN; (5.4.5)
ug is continuous on IR.

5.4.2 The problem

The problem to solve is to minimize the cost function over all controls
v(-), that is to find
u(t,x) = it(lgf (t,x;0(-)). (5.4.6)
o(-
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5.4. Optimal control problem

Definition 5.2. The problem (5.4.6) is called, in the optimal control theory,
tinite horizon problem.

The main purpose of optimal control theory is to give a characteriza-
tion of this optimal cost function and to compute optimal control, eventu-
ally in the form called feedback optimal control, namely a control v* such
that

u(t,x) =7J(tx0"()).
The following theorem expresses the dynamic programming principle,
an essential tool for the optimal control problem.

Theorem 5.2. Under assumptions (5.4.2), (5.4.4), we have

) = int { 10 (0,0 A exp |~ [ s (0,0 (2)) e i

it =y @ew |- [ el (0,0(0) de },
(5.4.7)

forall0 <s <t
Proof. See [29]. ]

Now we give a result about the regularity of the cost function.
Proposition 5.2. Under assumptions (5.4.2), (56.4.4), (5.4.5), the function

u(-,-):]0, T[xRN —R

is bounded and Lipschitz continuous for all 0 < T < +oc0 on [0, T] x RV,

Proof. See [29]. ]

5.4.3 Link between Hamilton-Jacobi equation and optimal
control

The next result explains a relation between the optimal control problem
and the Hamilton-Jacobi equation.

88



5.4. Optimal control problem

Theorem 5.3. Under assumptions (5.4.2), (56.4.4) and (5.4.5), we have u is dif-
ferentiable and uniformly bounded a.e in |0, T[ xRN for all T €]0, +oo| and the
viscosity solution of

ou +sup,cy {b(x,0) - Dyu+c(x,0)u—1(x,0)} = 0a.e.in |0, 4o xRN

ot
u(0,x) = ug (x) in RV,
(5.4.8)
Proof. See [29]. H

Remark 5.1. According to the Theorem 5.3, the function u satisfies an Hamilton-
Jacobi-Bellman equation, a particular Hamilton-Jacobi equation which Hamil-
tonian is defined by

H(t,x,p) =sup{b(x,v)-p+At—1(x,0)}.

veV

This Hamiltonian is clearly Lipschitz continuous and convex in (¢, p) as a
supremum of affine functions.

Conversely if H (t,x,p) is a convex continuous function in (¢, p) and
Lipschitz continuous at least locally in x then it is possible to write H (¢, x, p)
as a supremum of affine functions and in this way to write down some as-
sociated optimal control problem: indeed let us denote by L (¢, x, p) the
dual convex function of H (¢, x, p), recall that L is given by

Lt,x,p)= sup {ts+p-q—H(txq)} < +oo.
(5,9)ERxRN

Now, we know in [13] that

H(t,x,p) = sup {p-q+ts—L(t,x,q)}. (5.4.9)
(s,g)€Dom L(-,x,")

And this proves that, at least formally, we may define for each convex
Hamiltonian some associated optimal control problem in the sense that the
corresponding optimal cost function solves the Hamilton-Jacobi equation.

The following proposition gives a result about the feedback control,
under some assumptions, of the optimal control problem.
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5.4. Optimal control problem

Proposition 5.3. Assume that u € C' (Qr) for some T > 0, where
Qr =]0, T[xIRN, and that there exists a continuous function v (t,x) defined on
Qr such that :

E;_u (t,x) +sup {b(x,v) - Dyu (t,x) — 1 (x,0)}
t veV
= aa—z (t,x)+b(x,0(tx)) Dyu(t,x)—1(x,0(tx)) =0.

Let yx (s) be a solution for 0 < s < t of :

{ddy; (5)+b (52 ), (5,3 (5))) =0,
yx (0) = x,

where x € RN.
Then the feedback vy.x (s) = v (t —s,yx (s)) is optimal, that is, we have

u(t,x)=J(tx0ex()), Vx € RV, vt € [0, T].

Proof. See [29]. H

5.4.4 Application to the relativistic Vlasov equation

Remark 5.2. The Hamiltonian (5.2.1), according to the assumptions (B1)
and (B3), is continuous, clearly convex in (¢, i, 7, @) and Lipschitz contin-
uous locally in (%, §, 7). We can now state that the L® minimax viscosity
solution of the relativistic Vlasov equation is a solution of an optimal con-
trol problem.

Proposition 5.4. Let H be the Hamiltonian (5.2.1) and L its dual convex func-
tion. Let us assume that a Lipschitz continuous function fy : [0, +00[ xR x
R3 x RN~1 s R is given. Consider the functions

b,c:R>xR¥x RN x DomL(x,-) —R3xR>xRN"!,
satisfying assumptions (5.4.4) and the function

up: RN—R
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satisfying assumptions (5.4.5).
The unique solution of the problem

ot

(5.4.10)
u(0,x) = fo(x) in R3 x R® x RN-1

{a—u+H0 ae. in KCr

A= sup {b(s,x,q) Dxu+Au—L(s,x,9)}
(s,q)€Dom L(-,x,-)

solves the relativistic Vlasov equation

af P Af P Af QA _

ar T pax oy phag
in YangMills charged curved space times in C (Kr) for all T > 0 with initial
condition f(0,%,,3) = fo(%,7,q) in R® x R3 x RN-1,

Proof. By Theorem 5.1 the relativistic Vlasov equation is a viscosity so-
lution of an Hamilton-Jacobi equation. By (5.4.8), (5.4.9) this Hamilton-
Jacobi equation is equivalent to the optimal control problem equivalent to
the system (5.4.10), and the proof is completed. O
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Conclusion and Prospects

Using the transformation of the Vlasov equation into an Hamilton-
Jacobi equation, based on major results stated in [7], a global in finite time
existence and local in space uniqueness theorem of a generalized solution
of the Cauchy problem for the relativistic Vlasov equation is given, and an
optimal control problem is derived from this existence theorem, the initial
data is just assumed to be a Lipschitz continuous function. In contrary to
the usual methods used for this kind of equation, our approach is totally
new and may permit to extend the analysis, in the frame of the vast stud-
ies made around the Hamilton-Jacobi equations. In this sense, we have
shown that the L* minimax viscosity solution may be seen as a solution
of an optimal control problem.

This study permits to deduce easily the following facts. It is possible
to give now viscosity solution result of the relativistic Vlasov equation in
all the range of time and space, and the properties of viscosity solution
permit to see that this one behaves like classical solution when it exists in
a domain. The possibility of numerical simulation around the Hamilton-
Jacobi equations may be available for the relativistic Vlasov equation. In
the base of result in the optimal control problem, it is made possible to
control the value of the distribution function of the particles in a Yang-
Mills field.
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Conclusion and prospects

The desire may be to extend this method to the relativistic Boltzmann
equation.
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Abstract

In this paper, we set a new theorem about existence and uniqueness of L solu-
tion of the inhomogeneous relativistic Vlasov equation in Yang-Mills charged curved
space times with non-zero mass. We prove the equivalence between the Vlasov equa-
tion and an Hamilton-Jacobi equation and show that the previous solution is also a
minimax and a viscosity solution of the same equation. We therefore derive from it
an optimal control problem. The methods and techniques used here for the Vlasov
equation are original and totally different from the ones used by authors working in
the same field.

Mathematics Subject Classification: 35D40, 35F21, 35Q83, 49J21,
83A99

Keywords: Inhomogeneous relativistic Vlasov equation, L*° solution, vis-
cosity solution, minimax solution, global existence, optimal control problem

INTRODUCTION

In this paper, we study the existence and uniqueness of a generalized solu-
tion of the inhomogeneous relativistic Vlasov equation in which a Yang-Mills
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potential is given and an optimal control problem in which the value function
is the unique solution of the corresponding Hamilton-Jacobi equation.

The Vlasov equation is one of the basic equations of the relativistic ki-
netic theory. This equation rules the dynamic of the collision-less considered
particles, by determining their distribution function, which is a non-negative
real-valued function of both the position and the momentum of particles.

Many authors have already studied the relativistic Vlasov equation. Choquet-
Bruhat and Noutchegueme in [4] studied the Yang-Mills-Vlasov system using
the characteristics method.This method was very complicated because they
introduced functional spaces with weight that required many estimates. They
obtained a local in time existence result. Choquet-Bruhat and Noutchegueme
in [5] also studied the Yang-Mills-Vlasov system only for the zero mass particles
case and used the conformal invariance of the system to prove a global existence
theorem only in Minkowski space time for small initial data. Nouchegueme and
Noundjeu in [7] proved a local in time existence and global in space theorem of
the Cauchy problem for the Yang-Mills - Vlasov system in temporal gauge with
current generated by a distribution function that satisfied a Vlasov equation,
but still using characteristics and many energy estimates.

The main objective of the present work is to extend the result obtained in
[2] to the inhomogeneous relativistic Vlasov equation. To achieve this goal, we
bring out a new method to justify existence of solution of the inhomogeneous
relativistic Vlasov PDE. Our method follows the one used in [2]. But the
techniques used and the results obtained here are different. We consider the
inhomogeneous Vlasov equation, we find local existence of solutions and we
obtain two new types of solutions : L*> and minimax solutions , while the
solutions obtained in [2] were only in the viscosity sense and for the One-
body Liouville equation. Firstly, using the techniques of [2] ,we transform the
Vlasov equation and obtain a Hamilton -Jacobi equation. This equivalence
allows to introduce an Hamiltonian, which clearly satisfies all the assumptions
denoted in this work by (B). Then we apply an important result obtained
in [[3], theorem 3.1], which allows to state a time and space existence and
uniqueness theorem of L solution for the Vlasov relativistic equation. Still
using [3] and also invoking [2] and [7], we prove that this L> solution is equaly
a minimax and a viscosity solution of the same equation. We consider for this
study given Yang-Mills charged curved space times with a local symmetry. In
the last part of this paper, we introduce an optimal control problem, which is
solved by the method of dynamic programming.

The paper is divided as follows:

in section 1, we give definitions and present some useful results of [3],
— in section 2, we present the space-time and the equation,

— in section 3, we set the main existence theorem,

in section 4, we display and solve an optimal control problem.
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1. PRELIMINARIES

The main purpose of this section is to give some important definitions, and
present the theory of global discontinuous solutions in L*° of the Cauchy prob-
lem for the following Hamilton-Jacobi equation by recalling without giving
proofs, some important results belonging to [3]:

w + H(t,z,u, Du) =0, re€R",0<t<T, (1.1)
u(0,z) = p(x) r e R" (1.2)
where T > 0.

To display our ideas and methods in a clear setting, we make the following
assumptions on the Hamiltonian H (¢, z,u, Du) of the Cauchy problem (1.1)-
(1.2):

(B1): H(t,x,zp) is continuous in (t,z, z,p) and increasing in z;
(B2): |H(t,2,2,p1) — H(t,x,2,p2)| < Co(1 + |z])|p1 — p2l, and
|H(t,x,2,0)] < Co(l+|z|+|z]),for allt € (0,T];
(B3): |H(t’ L1, Z7p) - H(t’x% Z7p)| < )‘(L)(l + |p|)|ZL‘1 - .172|
where |z1], |x2| < L
(B4): |H(t,z,z1,p) — H(t,x,22,p)| < Co(1 + ||+ |p|)|21 — 22|
We define the essential infimum and supremum of an L (RY) function v(z)
at every point x € R%:

I(v)(x) = supessinfu(y), Sw)(x)= infesssupv(y),
AeS; yeA AeS; yeA

An B
S, = { A C R?measurable |limm< (z,7)) =1;.
=0 m(B4(z,r))
Definition 1. Fix 7 € [0,7] and p(t,z) € C([0,7] x R*;R"). Given a mea-
surable function v and a position (or value) function f, we define the winning
and the losing functions :

where

AV (t 2, (7, f,p)) = inf{S(v)(x(r)) — 2(7)|(x(), 2(-)) € SOZ(t,f(taI),p)(}f 3

AL, (7, fp) = sup{I (v)(x(7)) — 2(7)[(x(-), 2(-)) € SOZ(t,f(MC)?p)(}la "
where Sol(t, f(t,x),p) denotes the set of solutions: '

(x(+),2(+)) : [1,t] > R" xR, fort>r
of the characteristic inclusions (Z(-), 2(:)) € E(t,z, z,p) satisfying the con-
ditions: x(t) = x, z(t) = f(t,x), where
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E(t,x,z,p) = {(h,9) € R" xR |h| < Co(1 + |z]),g = (h,p) — H(t,z,2,p)}.

1.1. Existence of discontinuous solutions in L*°. Let

W =A{u(t,z) € Ljo.([0,T] x R™)| u(t,-) € Ljs.(R"™) for every t € [0,T]}.
Denote by S* the set of L> supsolutions w(t,z) € W which satisfy
(i) for any p(t,z) € C(R x R"; R"),

AZ(t, 2, (0,w,p)) <0 (1.5)

for almost every (t,z) € [0,7] x R™, and where ¢ is a locally bounded mea-
surable function, u? ((¢, ), p) the unique locally bounded measurable function
satisfying
A?(t,x, (0,u? ((t,x),p),p) = 0.
Additionally, for every t € [0,7],(1.5) holds for almost every z € R™.
(ii) The semigroup property: for every 7 € [0, 7],
AT (¢, 2, (0,w,p)) <0

for almost every (t,z) € [r,T] x R"™. Additionally, for every t € [r,T1],(1.6)
holds for almost every = € R".

Denote by S’ the set of L™ subsolutions w(t,z) € W which satisfy
(iii) for any p(t,z) € C(R x R";R"™),
AL (t, @, (0,w,p)) > 0 (1.7)

for almost every (t,z) € [0,7] x R™, and where ¢ is a locally bounded mea-
surable function, uZ ((¢,z),p) the unique locally bounded measurable function
satisfying

AL (t,z, (0,uf ((t,z),p),p) = 0.
Additionally, for every ¢ € [0,77,(1.7) holds for almost every x € R™.
(iv) The semigroup property: for every 7 € [0, 7],
AT (b, (0,w,p)) 2 0 (18)
for almost every (t,z) € [r,T] x R"™. Additionally, for every t € [r,T],(1.8)

holds for almost every = € R".

Definition 2. u is a L™ solution of the Cauchy problem (1.1)-(1.2) if u
belongs to S* and S' simultaneously.

Definition 3. A continuous function u : [0,7] x R® — R is a viscosity
subsolution of (1.1)-(1.2) if u (0, z) = ¢(z) and for every C! function p=p(t, x)
such that u — p has a local maximum at (¢, z), one has

pi(t,x) + H(t,z,u, Dp) < 0.
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A continuous function u : [0,7] x R" — R is a viscosity supersolution
of (1.1)-(1.2) if u (0,z) = p(x) and for every C' function p=p(t, ) such that
u — p has a local minimum at (¢, z), one has

pi(t,x) + H(t,x,u, Dp) > 0.

A continuous function u : [0, 7] x R" — R is a viscosity solution of (1.1)-
(1.2) if it is both a supersolution and subsolution in the viscosity sense.

Definition 4. A continuous function u : [0,7] x R" is called a minimax
solution of (1.1)-(1.2) if u(0,y) = ¢(y), y € R", and for every (xg,z) €
{(z,u(z)) :2 €[0,T] x R"} and s € [0,7] x R™ there exist a number 7 >
0 and a Lipschitz function (x(-),2(:)) : [0,7] — [0,7] x R™ x R such that
(2(0),2(0)) = (o, 20) for all t € [0, 7] and

2(t) = (&(t), 5) = H(t, 2(t), 2(t), 5)

for almost all ¢ € [0, 7] .

Theorem 5. [[3|, p.13]| Given a locally bounded measurable function ¢, there
exists a unique minimal element of S™, that is the solution of the Cauchy
problem (1.1)-(1.2).

Remark 6. In [8, 9], provided that initial data are continuous, it is shown that
minimax solutions are equivalent to viscosity solutions. The next two theorems
prove that L° solutions coincide with minimax solutions when initial data are
continuous.

Theorem 7. [[3|,p.15] Assume that o(x) is continuous. Let u(t,x) be an L*
supsolution of (1.1)-(1.2) and v(t,z) the continuous minimaz solution. Then
u(t,z) > v(t,z) almost everywhere.

Theorem 8. [[3|,p.17] Assume that o(x) is continuous. Let u(t,x) be an L*
subsolution of (1.1)-(1.2) and v(t,z) the continuous minimaz solution. Then
u(t,x) < v(t,z) almost everywhere.

Consequently, the L*° solutions coincide with the continuous viscosity solu-
tions when initial data are continuous.

2. THE SPACE TIME AND THE EQUATIONS

Greek indexes a, (3, ... range from 0 to 3, and the Latin indexes ¢, 7, ... from
1 to 3. We adopt the Einstein summation convention

A°B, = ZAO‘Ba

We consider the Vlasov equation in temporal gauge of the form

3f af a 8f
axa

+@"3 (2.1)
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Equation (2.1) , generalizes to the non-abelian case the classical Vlasov
equation in presence of electromagnetic field. This equation governs the evo-
lution without collisions of a plasma of charged particles, with a non-zero rest
mass m in a given Yang-Mills field, and whose unknown distribution function
generates this field.

The 4-momentum of particles is denoted by p = (p®) = (»°,p") = (¥°,p)
and their non-abelian charge is denoted by ¢. Their distribution function
f, solution of the Vlasov equation (2.1), is a positive scalar function defined
on the product T(R*) x Gwhere (G, []) is a Lie algebra of a non-abelian Lie
group G. We consider that G is a vector space on R whose dimension is N >
2 and whose fixed basis is denoted (g,), a = 1,..., N. (¢*) will denote the
coordinates of ¢ € G in (g,). The distribution function f, in the sense of kinetic
theory, is consequently a function of (z p® ¢*) where (z% p®) denotes the
usual coordinates of the tangent bundle T'(R*) = R* x R* of R*.The collision-
less particles then evolve in the space-time (R* g) on one hand under the
action of their own gravitational field represented by the given metric tensor
g = (gap) that informs about gravitational effects, and on the other hand
under the non-abelian force generated by the Yang-Mills field F' = (F.g) ,
deriving itself from a given Yang-Mills potential A = (A,).

The F,5 and A, are then functions from [0, 00[xR? on G, linked by the
relation

= Vo AS — VAL + O AL AS (2.2)

where (. are the structure constants of G and Vthe covariant derivative as-
sociated with g.
One imposes on the Yang-Mills potential A = (A, ), the temporal gauge

Ay = 0. (2.3)

We consider that metric tensor g = (gap) is of Lorentzian signature (—, +, +, +)
and we also assume that the time lines are orthogonal to the space sections.
So g writes:

g = Goo ({Ea) dt2 + Gij (:L“a)dxzdxj (24)
in which g;;(z*) > 0 are given differentiables functions of the time ¢ and the
space (z) = (x%), i = 1,2, 3 and where we take for simplicity ggo = —1.

The rest mass of particles is normalized to the unity, that is m = 1 and really
the particles move on the future sheet of the mass hyperboloid P(R*) C T(R*),
whose equation is P, ,(p) : g(p,p) = —1 or using (2.4) :

P :p" =1+ gip'p?, (2.5)

where the choice p° > 0 means that the particles eject towards the future.
In this work, one requires that there exists a constant C' > 0 such that:
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adid| < ¢ (2.6)
Gij
One also supposes that the non-abelian charge ¢ of the Yang-Mills particles

is a function of class C* from R* to G whose given norm is e > 0. This means
that in fact G = R* endowed with an ad-invariant scalar product , denoted by

the dot “- 7 and that ¢ takes its values in an orbit O of G, whose equation is
(0):q-q=¢ (2.7)

Equivalently, |q| = e, |.| standing for the norm deduced from the scalar product.
Also, this scalar product is such that:

u- [v,w] = [u,v] - w, u,v,wEG. (2.8)

The relation (2.7) allows to express the component ¢ of ¢ as a function of
qg=(q"),a=1,..,N —1.

Using (2.5) and (2.7) we obtain the fact that the distribution function
f of Yang-Mills particles is definitely a function of independent variables
(t, 2", p',q%) = (t,2,p,q),1 = 1,2,3;a=1,2,.... N — 1. So f = f(t,Z,p,q).

The trajectories s — (z*(s), p*(s), ¢%(s)) of such Yang-Mills charged parti-
cles are non-longer geodesics, but solutions of the differential system

dx® o dp® o dg”
ds ds " ds

—— =p" == =Q° (2.9)

where
P = —Ffup’\p“ +pPq - FgQ" = —plg, Ad]* = —Cep* AL gt (2.10)

The relations (2.5) and (2.7) also show that the space phase is in fact the
subset P, x O of T(R?) x O.

The relation (2.2) shows that F,s is antisymmetric with respect to o and £,
thus F;; = 0. So by (2.2) and (2.3), we obtain:

Fo = 004 ,i=1,2,3. (2.11)

We will suppose that A, F' are given in the space C§°([0, +o0o[xR?).
Choosing ¢ > 0 , since p° > 0 , we deduce from (2.1) the following trans-
formed Vlasov equation:

of p'of P of Q*Of .
s, 2y x 2 i—1.9 =12 ... N—-1. 2.12
ot p08x1+p06pz+p0 6(](1’2 2,3 ,a P ( )

The Christoffel symbols ') ; of the Levi-Cevita connection V associated with
g are defined by the expression:

1
Tap = 59" (9a9us + Oy — Oulos) (2.13)

Now we establish the main existence theorem of this work.
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3. THE MAIN EXISTENCE THEOREM

Let us consider the function H defined by the right hand side of the equation
(2.12) as follows

.\ _pof Pof Qof
H(t , Vg ,D,0) ===+ —7=+ —=—,
(prf pq(me)) poazz+p08pl+poaqa
i=1,2,3,a=12..,N—1. (3.1)
where using the relations (2.10)

Pl 7 k % ij Qa a C
po = —QFOJp] I kp’ +q- (FO + Fj]ﬁ) , po Cbc Ab (3.2)

Setting u; = % LU = ggi Wy = 8‘9—;: in the relation (3.1) and then using
relation (3.2), the Hamiltonian H can be rewritten in the form:

H:[0,+0o[xR* x R x RN ! x R xR x R* x RVt — R
with

o R — p i zp] 4
H(tazap7Q7f7uavvw):_0ui+(Q'<FO+F’]'E)_2FOJPJ ka] )

P b
- FC’gcchkwa . (3.3)

Let us assume that a Lipschitz continuous function fy : R3xR3xRV~! — R
and a real number 7' > 0 are given and consider the following Cauchy problem:

3 7) + H( 5 7,15 q f Vj@qf(t,i',p, (7)) — O in ]OjT[XBRB(O,T)XR?) X RNil
fo(z,p,q) on Bgs (O,T) x R3 x RN-!

(3.4)
Our main purpose will be to prove using an important result of ([3]) that
the Cauchy problem (3.4) has a unique L*° minimax viscosity solution f €
C([0,T] x Bgs(O,T) x R® x RNV~1).
Firstly, we state the following important lemma.

Q |

Lemma 9. (Main lemma) )5 and & F are bounded over [0,T] x Bgs(O, T') and
the map z® — p(z®) is uniformly bounded over [0,T] x Bgs(O, T).

Proof. Relation (2.6) implies that, for 0 < ¢ < 7T and = € Bgs(O,T)
“oik < g (1:7) < g (35)

where ¢/ = inf +(0,Z)and ¢%° = su (0, 7).
It EGBRs(O,T)g]k< Jand g feB’RgFO,T)g]k( )
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Using (2.13), (3.5) we obtain:

Th| < = |r | < Ceotg;jo (3.6)

Pl < ; (3.7)

T, < 10C% w0rd” (3.8)
g 0

Consequently, combining (3.5), (3.6), (3.7) ,(2.13) , we conclude that I'},
and L5 are bounded over [0, T] x Bgs (0, T).
Now using (2.12) and (3.2), we have:

dpi i i 'pk i zp]

So using (2.7), inequalities (3.5), (3.6), (3.7 ), (3.8 ) and the fact that F' €
Cse([o, —|—oo[><]R3) we get'

] ‘ AZ\pJ )|+ B, (1,7) € [0,T) x B(0,T) (3.10)
where B® = Ble, T, ZJ ) \/T,]F| , A= Ale, T, ZJ ) \F,]F| ) and |F| is
the norm of F'. So . ” j]

(t,
‘ p(t, 7) ‘<A| (t,7)| + B (3.11)

with B = Zf’:l B Integratlng the relation (3.11) over [0, ¢] ,and appealing to
the Gronwall Lemma, one obtains:

(@) < (p(0,2)| + BT)e™, (t,7) € [0,T] x Bgs(0,T)
which completes the proof of Main Lemma 9. 0J

The next proposition will be useful.

Proposition 10. Let T' > 0 be given. The Hamiltonian

H : [0, T)xBgs (O, T)XR3xRVN IxRxR3xR3xRV"! — R (¢,7,p,q, f, 4,0, ) —

H(t,z,p,q, f,u,v,w) defined by (3.3) satisfies the following properties (B):
(B1) H(t,z,p,q,z,u,0,w) is continuous in (t,z,p,q, z, U, v, W).
(B2)
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(B4)
|H(t7f7ﬁ7(17zlaa7@7w)_H(tajaﬁa(jaz27a7@7u_}>|
< Coll + x|l + Il + ladl + lul + [ol + [@]) ]z — 2| (3.15)
Proof. Consider that T > 0 is given.

— For assertion (B1): Since p° > 0, H(t,Z,p,q, z,u,v,w) is obviously
continuous in (¢, Z, p, q, 2, U, U, W).

— For assertion ( B2): One has by definition of H: |H (t,Z,p, 7, 2,0,0,0)| =
0, which implies that

[H(t,%,p,q,2,0,0,0)] < Co(L+|z]+ |p| +q]) .t € [0,T7.

— Using definition of H,one has

P
]%(ui—mi)Jr(q-(FngF; ) — 2T — ka] )( — )

+ %CﬁcchZ(ra —w,). (3.16)

Using the Main lemma 9 and the hypotheses |q| = e, A, F' € C§°([0, +00[xR?)
which allow to bound I, ¢ (Fj + F} %) and & over [0,7] x Bgs(O,T)
, one easily obtains from (3.16) the following inequality:

in which Cy = C (e g” ,gzj O T Al ]FD
— Assertion (B3): Let L > 0, such that |z|+|p|+|g| < L, |g|+|7|+]|5] <
L. Using definition of H one obtains
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i (P o
k k k k
% j 14 c,r p a C
+1% (7"]—0— _0)>Ui+< - — 4 _0) Chog® Ajwa.  (3.18)
p p
Now
(55— =5k (0 =) + 5 — 1)
k k k k
Sc:_o_qc%::_o (Sc_qc)+go (T’k pk)_ %TLO (pO—TO)
rk P . , ; k
ST EZ:—S(W—P])JF%(T]“—P]“)—%%o(po—ro)-
\

Invoking the fact that 07 O < 1, utilizing the Main lemma which al-

lows to bound Féﬂ, I’jo and :—0 over [0,T] x Bgrs(O,T) , also using the
hypotheses |q] = |s| = e, A, F € C§° ([0, +00[xR?), one easily obtains
from (3.18) and (3.19) the following inequality

|H(t,z,p,

) 7w)_H(tagaf7'§727ﬂa
<

.U, D 7
+ lul + o] + |o))(|z-y| + [p—7]) + |g—3]|)

kQ |

, 2
c(
where C' = C (e, g” ,g” O T, AL |F]).

— Assertion (B4 ): 1t is verified because H does not depend on z and
the proposition is established.

We are now able to give the Main Existence Theorem of this work, which is
deduced from theorem 5.

Theorem 11. (Main Ezistence Theorem) Let us assume that a Lipschitz con-
tinuous function fy : [0, +oo[xR? x R® x RN~ s R and T > 0 are given.
Then:

1- The Cauchy problem

f(0,z,p,q) = fo(%,P,q) in Brs (O,T) x R3 x RVN~!
where the Hamiltonian H is defined by (3.3), admits a unique continuous
L>® minimaz viscosity solution.
. af . 0 f 0 f . :
2- The Vlasov equation p”‘a— +P 8 + Q“ = 0 in Yang-Mills charged
a:»()é (03

{ft(t 2,0,0) + Ht,Z,5,4, f. Vapaf (£, .5,0) =0 on ]0,T[xBgs (O, T)xR3 x RN~
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curved space times has a unique continuous L minimaz viscosity solution
[ = f(t,7,p,q) on [0,T] x Bs(O,T) x R3 x RN~ that satisfies the initial
condition f(0,Z,p,q) = fo(Z,D,q) in R® x R® x RN~L,

Proof. 1- It is proved in proposition 10 that the Hamiltonian H satisfies the
properties (B1)-(B4). Consequently theorem 5 and theorems 7 -8 imply
that the Cauchy problem admits a unique continuous L minimax viscosity
solution f € C([0,T] x Bgs(O,T) x R? x RN~ for T > 0.

2- The conclusion is a direct consequence of equivalence of the Cauchy
problem (3.4) and the Vlasov equation with initial condition f(0,z,p,q) =
fo(Z,D,q) in Bgs(O,T) x R® x RN, O

Let us set hereafter for a given T' > 0, K7 = [0, T] X Brs(O,T) x R3 x RV,

4. OPTIMAL CONTROL PROBLEM

Existence and uniqueness of L>° minimax viscosity solution of the inhomo-
geneous relativistic Vlasov equation are set . In this section the purpose is
to establish that this solution can be seen as a solution of an optimal control
problem. For this aim, we begin by recalling some results of [6] about optimal
control and Hamilton-Jacobi equations.

4.1. Optimal control problem without boundary condition.

We first describe some general results about deterministic optimal control
problems. To describe them, we consider a system which state is given by
solution y, (t) of the following differential equation:

dye
dt
where b maps RY x V into RY, V being some given closed convex set (or
compact) in RY which will be called the set of values control of the control.
The control v(t) is any measurable bounded function from [0, 400 to V.
We will hereafter assume that b (x,v) satisfies:

— b (ys (1), 0 (1)) fort >0, y(0) =z € RV, (4.1)

b(z,v) —b(y,v)| < Cle —y|Vz,y e RN Yo e V;
b(z,v)] < OV(x,v) € RN x V (4.2)
b(x,v)is continuous on RY x V

for some constant C' > 0.
Hence (4.1) has a unique solution for all x € RY denoted by y,(t).
We now define a pay-off function (or cost function) for each given control v(-).

Horo) = [ 10 6) v () exp - ete.00 i fas 43)

o ) exp { = [ el (9).0(5) ds}
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where [(z,v), ¢(x,v) are given functions which satisfy: 3C > 0 such that for
@ =1, c we have
(e, v) =@y, v)| < Clz —y| Yo,y eRY Vo € V;
lo(z,v)| < CV(z,v) € RN x V; (4.4)
©(x,v)is continuous on RY x V.

The problem to solve is to minimize the cost function over all controls v(-),
exactly that is to find

u(t,x) = gg J(t,x;v (). (4.5)

The problem (4.5) is called the finite horizon problem.
The purpose of optimal control theory is to give a characterization of this
optimal cost function and to compute optimal control, eventually in the form
called feedback optimal control.

The following theorem expresses the dynamic programming about the opti-
mal control problem.

Theorem 12. [6] Under assumptions (4.3), (4.4): we have

u(t,:v)zilf({g{/Osb(yx()‘)’“()‘))GXP{_/OAC(%(T)’U(T)) dT} d\ ",

+u (Y (s),t — s)exp [—/ c(ye (1),0 (7)) dT:| }
0
forall 0 < s <t.
Now we give a result about the regularity of the cost function.

Proposition 13. [6] Under assumptions (4.3), (4.4), the function wu(-,-) :
(0,T) x RN — R is Lipschitz continuous for all 0 < T' < +oo.

The next result explains a relation between the optimal control problem and
the Hamilton-Jacobi equations.

Theorem 14. [6] Under assumptions (4.3), (4.4), we have w € W ((0,T) x RY)
VT < +o00 and:

% + sup,ey {0 (2,0) - Dou+c(z,v)u—1(z,v)} =0a.e. in (0,+00) x RY

u(0,2) = ug (z) in RN,
(4.7)

The next proposition proves the uniqueness of solution of theorem 14.

Proposition 15. [6] Under assumptions (4.3), (4.4), ifw € W ((0,T) x RY)
for some T > 0 and if w satisfies:
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0
8—1: + sup,ey {b (z,v) - Dyw + ¢ (z,v)w — 1 (z,v)} <0 ae.in (0,7) x RY

w (0,2) < o () inRY,
then we have w (t,x) < u(t,z) in (0,T) x RN,

Remark 16. According to the theorem 14, u satisfies the Hamilton-Jacobi-
Bellman equation, a particular Hamilton-Jacobi equation in which the Hamil-
tonian is defined by
H(t,z,p) =sup{b(z,v) - p+c(z,v)t—1(z,v)}.
veV

This Hamiltonian is clearly Lipschitz continuous and convex in (¢, p) as supre-
mum of affine functions. Conversely if H (¢, x, p) is convex continuous function
in (¢, p) and Lipschitz continuous at least locally in x then it is possible to write
H (t,z,p) as a supremum of affine functions and in this way to write down some
associated optimal control problem: indeed let us denote by L (¢, x, p) the dual
convex function of H (¢, x,p), recall that L is given by

L(t,x,p)= sup {ts+p-q—H(t,z,q)} < +oo.
(s,q) ERXRN

Now, we know that

(s,q)€ Dom L(-,z,")

And this proves that, at least formally, we may define for each convex Hamil-
tonian some associated control problem in the sense that the corresponding
optimal cost function solves the Hamilton-Jacobi equation.

The following proposition gives a result about the feedback control of the
optimal control problem.

Proposition 17. [6] Assume that u € C* (Qr) for some T > 0, where Qr =

(0,T) xRN, and that there exists a continuous function v (t,) defined on Qr
such that

0= Ou (t,z) +sup{b(z,v) - Dyu(t,z) — Il (x,v)}.
ot veV
Let y, (s) be a solution for 0 < s <t of :
Ay
ds

Then the feedback vy, (s) = v (t — S,y (8)) is optimal, that is, we have:
u(t,r) =J(t, ;0. (-) , Ve € RN | vt €0, T].

(5) +0(ya (5), v (t =59 (5) =0,y (0) =2 € RY.
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4.2. Application to the Vlasov equation.

The Hamiltonian (3.3), according to assumptions (B1) and (B3) , is contin-
uous, clearly convex in (¢,u, v, w) and Lipschitz continuous locally in (z, p, q).
We can now state that the L>° minimax viscosity solution of the Vlasov equa-
tion is a solution of an optimal control problem.

Proposition 18. Let H be the Hamiltonian (3.3) and L its dual convex func-
tion. Let us assume that a Lipschitz continuous function fy : [0, +0oo[xR? x
R3 x RV~ R is given. Consider the functions

byc:RxR*x R x Dom L (-, 2,") = R* x R® x RN 7!,

satisfying assumptions (4.4).
The unique solution of the problem

ou ,
E + SUDP(s,q)e Dom L(-,z,") {b (87 €, Q) “Dyu+c (87 Z, Q) u—L (87 €, Q)} =0a.e. in ]CT

u(0,7) = fo(x) in R x R® x RV-1
0 0 0
solves the Vlasov equation pa—f+Pa—f+Qa / —
Ox“ op” 0q®
curved space times in C (KCr) for all T > 0 with initial condition f(0,Z,p,q) =
fo(Z,D,q) in R? x R3 x RN~L,

Proof. 1t is a direct consequence of (4.7), (4.8) and theorem 11 O

0 for Yang-Mills charged

CONCLUSION

In the present paper, we have set a theorem of existence of viscosity min-
imax and L* solutions of the inhomogeneous relativistic Vlasov equation in
Yang-Mills charged curved space times , and brought up an optimal control
problem. Introduction was made up to present particularities of this study
comparatively to other ones done in the same topic. In the second section, we
gave details of mathematics tools used to set the main existence theorem in
section 3. In section 3, we have presented the frame of the work, the space
times and the inhomogeneous relativistic Vlasov equation. In the forth sec-
tion, we have proved that the L°° minimax viscosity solutions of the Vlasov
equation may be expressed as a solution of an optimal control problem. In
our future investigations, we will extend the present study to the Boltzmann
reltivistic equation.
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