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Abstract

Throughout this dissertation, we investigate in detail the contributions of the damp-

ing effects and inhomogeneous exchange on the propagation of electromagnetic waves in

ferrimagnetic insulator. Restricting our interests to the ultra-fast process assumption,

we discuss the Kraenkel-Manna-Merle (KMM) system, derived from the Maxwell’s equa-

tions in which damping effects and inhomogeneity set in from the Landau-Lifshitz-Gilbert

equation. We construct analytical expression of a solution that well approximates the

aforementioned global system. We proceed to some analytical analysis of the contribu-

tion of damping effects on the solutions to the system of our interest and thereafter, the

influence of the inhomogeneous exchange effects on the dynamics of waves and finally, the

contribution of the two effects simultaneously. It appears as a result that contribution of

damping reduces the amplitude of waves during its motion. We unearth two types of inho-

mogeneities that effects act on the waves in different manner. When the wave moves with

constant amplitude, inhomogeneity acts principally on the width of the wave, otherwise

inhomogeneity acts on all the parameters of the wave. For ferrites made of poly-crystals

it may coexist different types of inhomogeneities appearing periodically. Wave moving

therein will breathe as it moves and there must be a case where two or more types of

inhomogeneities can be combined in such a way to reduce their effects on the dynamics of

the wave. We complete our analysis by proceeding to some numerical simulations. Such

a study is helpful to characterize ferrite.

Keywords: Ferrites; Damping effects; Inhomogeneous exchange; Numerical simula-

tions.
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Résumé

Dans ce travail, nous étudions la contribution des effets de la dissipation et des

échanges inhomogènes sur la propagation des ondes électromagnétiques dans les ferrites.

En nous interressant uniquement aux processus ultrat-rapides, nous étudions le système

de Kraenkel-Manna-Merle (KMM) dérivé des équations de Maxwell dans lesquelles les

termes traduisant la dissipation et l’inhomogénéité proviennent de l’équation de Landau-

Lifshitz-Gilbert. Nous construisons la solution analytique de l’équation sus-mentionnée.

Nous procédons à l’analyse de l’effet de la dissipation sur la dynamique de notre système,

puis celui des effets inhomogènes et enfin l’influence des deux effets combinés au moyen des

méthodes mathématiques telles que la méthode de diffusion inverse, la métode d’expension

des fonctions élliptiques de Jacobi ainsi que la méthode de différence finie. Il apparaît

comme résultats que la contribution de la dissipation a pour effet de réduire l’amplitude de

l’onde durant sa propagation. Nous retrouvons deux types d’inhomogénéités qui agissent

sur l’onde de différentes manières. Lorsque l’onde se déplace avec une amplitude constante,

l’inhomogénéité agit principalement sur sa largeur, dans le cas contraire, l’inhomogénéité

impacte sur tous les paramètres de l’onde. Pour les ferrites polycristallins, il peut exis-

ter différents types d’inhomogénéités apparaissant de manière périodique. L’onde qui s’y

propage respire au cours de son déplacement et il doit exister des cas où deux ou plusieurs

types d’inhomogénéités peuvent se combiner de manière à réduire leurs effets sur la dy-

namique de l’onde. Nous complétons notre analyse en procédant à quelques simulations

numériques. Une telle étude est utile pour caractériser les ferrites.

Mots clés: Ferrite; Dissipation; Échange Inhomogène; Simulation Numérique.
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General Introduction

In recent years, it has been developed significant interest in the study of nonlinear

waves in media that are governed by nonlinear evolution systems. These waves are able

to move in various media including fluids [1], stretched ropes [2], optical fibers [3–6] mag-

netic materials [7,8] just to name a few. Propagation of waves in such media aroused great

interests through explanation of some huge phenomena that occur in our daily life such

as rogue waves in oceans [9, 10], or because of their wide prospect of industrial, techno-

logical or theoretical applications. Indeed, the investigations carried out on the dynamics

of waves in particular medium, often enable to unearth nonlinear equations that modeled

the dynamics of wave moving therein. It then appears in the literature a wide number

of evolution equations that describe propagation of waves in various media. As example,

one may enumerate the Korteweg-de Vries (KdV) equation [11] that models the dynamics

of water waves, the vector counterpart of the KdV-equation that describes evolution of

waves in multi-layer fluids [12, 13], the nonlinear Schrodinger equation [14] that models

dynamics of waves in optical fibers , just to name a few. The real need that come out from

these equations is their solutions that are more expressive than the equations themselves.

Therefore, the question of integrability is posed along with explicit expressions of solu-

tions. To carry out such a task, there are techniques available in the literature that can

be handled namely: The inverse scattering transform (IST) method [14,19] that is useful

when Lax pairs to nonlinear evolution equation is provided. Beside the IST method, the

Hirota’s bilinearization [20,22] which stands as a more direct method to investigate solu-

tions to nonlinear evolution equations when the bilinear equation associated to nonlinear

systems are provided. To find such bilinear equation associated to nonlinear systems, one

often make use of the Painleve analysis [23,24] that is also a technique that help verifying

if a system is integrable or not before providing analytical solutions. Having solutions at
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GENERAL INTRODUCTION 2

hand, understanding of the behavior of waves in considered media is possible and, some

investigations may also be carried out theoretically before going back in laboratories to

test their efficiency. In the case where, exact solution is difficult to be constructed, one

may use the aforementioned methods to find solutions that approximates very well the

solution of the system under investigation and numerical methods can be used to con-

firm results obtained analytically. As far as we are concerned with a nonlinear system

describing the propagation of short waves in magnetic insulators, Kraenkel, Manna and

Merle [25] have derived a system known as the KMM-system, that describes propagation

of ultra-short light pulses in these media. Integrability of such a system has been fully

investigated from prolongations structure analysis, Hirota’s bilinearization [26], auxiliary

equation method [27, 28] and inverse scattering transform method [29]. Pursuing in the

same analysis as Kraenkel-Manna-Merle, the investigation of the dynamics of waves in

ferrites, Nguepjouo and coworkers [30] have derived a system that takes into account

the damping effects from the Landau-Lifshitz-Gilbert equation [31, 32] which can be de-

rived from the Heisenberg equation of spin, which is related to the energy conservation

of magnetic free energy. Since this system has not been proven integrable, phase por-

traits analysis has been carried out to discuss the influence of such damping effects on

the wave. Going further, Kuetche and co-authors [33] have proposed a nonlinear sys-

tem, that takes into account inhomogeneous exchanges along with damping effects. They

have investigated phase portraits analysis, to predict the effects of the combined effects

on the dynamics of waves in ferrites. For the case of system with the term standing for

inhomogeneous exchange process, loop wave has been constructed from Hirota’s bilin-

ear method [34] which is a direct technic of finding exact solutions to a large number of

nonlinear evolution systems among which the Kraenkel, Manna and Merle equation. His

procedure is to replace the dependent variables by a ratio of functions which satisfy some

coupled bilinear differential system. Recently, the magnetic field has been constructed

versus external magnetization nevertheless the case of magnetic field versus position has

not been investigated. This contribution to the resolution of KMM-System does not take

into account the contribution of damping term. The comparison with the solutions to

the KMM-system has not been investigated explicitly to know precisely the contribution

of damping and inhomogeneous exchange of the magnetic field in ferrites. A question
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GENERAL INTRODUCTION 3

can arise as follows: what are the influences of the combined damping and inhomoge-

neous effects on the wave’s propagations? This question constitute the main aim of our

investigations. Thus, the present work is organized as follows:

We present in chapter one the generality on the magnetic materials and on the fer-

rites in particular. We dwell too long on ferrites and in particular on yttrium-iron-garnet

(YIG), by giving its characteristics as well as its technological, industrial and economic

importance. We also present the non-linear integrable differential equation of KMM with-

out damping and inhomogeneous exchange and as well as the KMM-system including the

damping and inhomogeneous exchange effects which is the model which we study in the

remainder of our work.

In Chapter two, we present the Wahlquist and Estabrook formalism while investigating

the prolongation structure of (1 + 1)-dimensional evolution equation which must lead to

the Lax Pair. We illustrate this method by applying it to the Schäfer Wayne system. We

pursue in the same chapter by exposing the inverse scattering method transform and also

Jacobi elliptic function expansion method. We also present numerical method according

to the finite difference scheme.

In Chapter three, we firstly, investigate analytically the influence of the damping

effects on the dynamics of short waves in ferrites and to confirm analytical results while

proceeding to some numerical simulations. Indeed, to carry out our goal, the mathematical

toll described by Konno is used to deal with the system under current interest. The Lax-

pairs of this system is unknown until now, we provide a system of equations that is Lax

integrable and that approximates in some conditions which will be specify, the damped-

KMM system. Under these condition, we provide analytical expression of the solutions to

the damped-KMM system. We investigate, numerical simulations to confirm the results

obtained analytically

We secondly, construct new traveling wave solutions to the inhomogeneous system

of our interest using Jacobi elliptic expansion method. We discuss the influence of the

inhomogeneous exchange effects on the traveling waves and we address some physical

implications.

We thirdly, present the solution of the KMM-system that is free of damping and

inhomogeneous exchange effects. We provide an approximate solution to the system
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GENERAL INTRODUCTION 4

taking into account only damping effects, and also in this section we discuss solution

to the system in which involve only inhomogeneous exchange effects. We then deduce and

approximate analytical solution of the system taking into account the combined effects

of damping and inhomogeneous exchange. We proceed to some numerical simulations to

complete the analytical analysis.
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Chapter 1

Literature Review

Introduction

Magnetism is a phenomenon that comes from moving charges. Three sources are at

the origin of the magnetic moment in an atom: the quantum state of spin of electrons,

the orbital motion around the nucleus of electrons and the quantum state of spin of the

nucleus. In a magnetic atom, the predominant contribution at its total moment comes

from the spin and the orbital moment of the electrons [35]. Magnetization M is the

macroscopic magnitude that describes the magnetic character of a material. It is defined as

the total magnetic moment per unit volume [36]. A fundamental characteristic of magnetic

materials is their response to a magnetic field H applied to. Magnetic susceptibility χ

is the quantity that describes this response [35, 36]. In a general way, χ is a tensor, but

if the material is isotropic, the susceptibility becomes a scalar. The objective of this

chapter is first to present the magnetism concept and main characteristic of magnetic

material. We also present the mathematical model equation which describe the magnetic

wave propagation in ferrite.

1.1 Generality on magnetic materials

The different types of magnetic materials are usually classified under the basis of

their susceptibility or permeability. Therefore we must define these related properties
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before describing the differences between ferromagnetic, paramagnetic, diamagnetic anti-

ferromagnetic and ferrimagnetic materials.

1.1.1 Magnetic Susceptibility

The most common way of classifying magnetic properties of materials is by their

response to an applied magnetic field. Materials that are magnetized to a certain extent by

a magnetic field are called magnetic [37]. In particular, it is the quantity termed magnetic

susceptibility that characterizes the magnetic response through the relationship M = χH,

where M is the magnetization, also known as the magnetic moment per unit volume, and

H is the applied magnetic field intensity [38]. Magnetic susceptibility is usually a tensor

and a function of both field H and magnetization M. For a magnetically isotropic material,

M is parallel to H, and magnetic susceptibility is reduced to a scalar quantity. The unit

for the permeability of vacuum is the same as for magnetic susceptibility [38]. Hence, it

is possible to measure susceptibility in units of permeability of vacuum. Generally the

behavior of susceptibility χ leads to various types of magnetism [38] which is approached

in the following section.

1.1.2 Classification of magnetic materials

Ferromagnetism: Ferromagnetic materials contain spontaneously magnetized mag-

netic domains where an individual domain magnetization is oriented differently with re-

spect to the magnetization of neighboring domains [37]. The spontaneous domain mag-

netization is a result of unpaired electron spins from partially filled shells, spins aligned

parallel to each other due to a strong exchange interaction. The arrangement of spins

depends on temperature and so does the spontaneous domain magnetization [37]. When

the total resultant magnetization for all magnetic domains is zero, the ferromagnetic ma-

terial is said to be demagnetized. However, an applied magnetic field changes the total

resultant magnetization from zero to a saturation value [37]. When the magnetic field is

decreased and reverses in sign, the magnetization of a ferromagnetic material does not

retrace its original path of values, the material exhibiting so-called hysteresis [37].

Diamagnetism: Diamagnetism is a behavior of the materials which leads them, when
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Figure 1: The magnetic moments of each atom is opposed to the external magnetic field

here in blue.

subjected to a magnetic field, to create a very weak magnetization opposite to the external

field, and thus to generate a magnetic field opposite to the external field [37] as seen in

Figure (1). Diamagnetic materials exhibit an antiparallel magnetization with respect to

the direction of the applied magnetic field, opposing the latter according to Lenz’s law.

Thus, the magnetization of a diamagnetic material is proportional to the applied magnetic

field . An isotropic diamagnetic material is therefore characterized by a negative magnetic

susceptibility. Diamagnets have a negative and very weak relative susceptibility, of the

order 10−5 [38].

Paramagnetism: Paramagnetic material is characterized by a positive susceptibil-

ity [40]. It meets in the substances whose atoms have one permanent magnetic moment,

when these moments are not coupled the ones with the others. When an external mag-

netic field is applied, a weak induced magnetization is produced parallel to the field as

presented in Figure (2). However, the polarization which results remain very weak, be-

cause the effect of the thermal agitation which directs the magnetic moments in a random

way remains dominant [41]. Are paramagnetic the majority of gases, certain metals, in
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Figure 2: The magnetic moments of each atom are aligned with the external magnetic

field in blue.

particular the alkaline materials, some salts, the ferromagnetic and ferrimagnetic materials

when they are heated above their Curie temperature which is the transition temperature

from ferromagnetic to paramagnetic behaviour. At this temperature the permeability

of the material drops suddenly and both coercivity and remanence become zero [39].

Antiferromagnetism: Analogous to paramagnetism, antiferromagnetism also exhibits

a small positive relative susceptibility that varies with temperature [11]. However, this

dependence differs significantly in the fact that in an antiferromagnetic material it dis-

plays a change at the so-called [11] Néel temperature. Néel’s temperature is the transition

temperature from anti-ferromagnetic to paramagnetic behaviour. Below this temperature,

the electron spins are arranged antiparallel so that they cancel each other and an external

magnetic field is faced with a strong opposition due to the interaction between these spins.

one finds that the total magnetization of an anti-ferromagnetic materials is essentially zero

Figure (3)

Ferrimagnetism: Ferrimagnetism is a magnetic property of certain solid bodies. In

a ferrimagnetic material, the magnetic moments are anti-parallel but of different ampli-
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Figure 3: The magnetic moments of an atom are reversed with that of the neighboring

atom.

tude as in Figure (4). This results in a spontaneous magnetization of the material. It is

thus distinguished both from antiferromagnetism, for which the resulting magnetic mo-

ment is zero, and from ferromagnetism, for which spontaneous magnetization results at

the microscopic level from a parallel arrangement of magnetic moments [38]. Neverthe-

less, an increase in temperature brings about a disturbance in the spin arrangement that

culminates in completely random orientation of spins at the Curie temperature. At this

temperature, the ferrimagnet loses its spontaneous magnetization and becomes paramag-

netic [39].

1.1.3 Ferrites and applications

Magnetic materials which have combined electrical and magnetic properties are known

as ferrites. The main constituents of the ferrites are iron oxide and metal oxides [43]. The

importance of ferrite material has been known to mankind for many centuries. Ferrites

may be defined as magnetic materials composed of oxides containing ferric ions as the

main constituent and classified as magnetic materials because they exhibit ferrimagnetic
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Figure 4: The magnetic moments in a direction do not have the same intensity as those

in the other direction.

behavior [43]. Ferrites materials are insulating magnetic oxides and possess high electrical

resistivity, low eddy current and dielectric losses, high saturation magnetization and high

permeability, what makes ferrites the unique magnetic materials which find applications

in almost all fields [44–46]. Ferrites are magnetic oxide materials with semiconducting

nature which are of great technological importance by virtue of their interesting electrical

and magnetic properties. Exhibiting dielectric properties means that even though elec-

tromagnetic waves can pass through ferrites, they do not readily conduct electricity [47].

This also gives them an advantage over iron, nickel and other transition metals that have

magnetic properties in many applications because these metals conduct electricity. The

ferrites in nanocrystalline form find applications in new fields like magnetically guided

drug delivery, magnetic resonance imaging, catalyst, humidity and gas sensors, magnetic

fluids just to name a few. [47–49]. The low loss polycrystalline ferrites should be used

in a high frequency range. For the good performance in application and classified by

the relative permeability, for the low and high frequency applications, the most impor-

tant technological properties are saturation magnetization Ms, coercive force Hc relative
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permeability µi and losses. It is not possible generally to obtain the best combination

of these properties for any specific application. By varying the compositions or adding

additives or by varying the preparation technique, one can, to a large extent, control most

parameters for any particular applications. Ferrites are generally classified into three ma-

jor families that are spinels, garnets and hexaferrites [50]. The main advantage of ferrites

comes from their dielectric character. A dielectric is an electrical insulator that can be

polarized by an applied electric field. The study of dielectric properties concerns storage

and dissipation of electric and magnetic energy in materials. Indeed, this characteristic

makes it possible to avoid losses related to the skin effect. Among all the ferrites, Yttrium

Iron Garnet (Y IG) is the most found in microwave devices. Yttrium Iron Garnet (Y IG)

is a magnetic material whose chemical formula is given by Y3Fe2(FeO4)3. This material

is often used under sphere shape because in this geometry, the resonance frequency only

depends of the intensity of applied field. When the (Y IG) is used as a film, it is chemical

vapor deposition on a support [50].

1.1.4 Magnetization

The magnetization of the usual ferromagnetic materials can be explain by the theory

of magnetic domains which was developed by Pierre Weiss [42,43]. This theory states that

the material consists of domains where the internal magnetization is aligned in a single

direction. This magnetization inside the domains is called spontaneous magnetization.

The domains are separated by walls called Bloch walls and represent regions where the

orientation of the magnetization varies rapidly [46]. The global state of magnetization of

material is given by the relative orientation of the direction of the magnetization in the

domains. The provision of the domains is such as the magnetic sum of the moments is

null and resulting global magnetization is null. In a magnetized state with saturation, the

magnetization of all the magnetic domains is aligned according to a single direction [35].

The movement of the walls of the magnetic domains, main mechanism of variation of

magnetization to the low fields, is disturb by the presence of defects which arise in the form

of dislocations in the crystal lattice of material [42]. These defects involve a reduction of

the permeability and an increase of the magnetic losses. The mechanism of magnetization

comprises three main phenomena which occur successively according to the intensity of the
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magnetic field applied [42]: The first mechanism of magnetization is the elastic movement

of the walls of domains, which occurs with the low magnetic fields and which represents a

spontaneously reversible magnetization of material. The system can turn over naturally at

the initial state if the field applied is canceled. The second mechanism of magnetization is

the irreversible movement of the walls of domains, during the withdrawal of the magnetic

field applied, one does not find the same distribution in fields. This magnetization is

described as remnant. The third mechanism of magnetization occurs when the material

comprises only fields having a component aligned with the directions of easy magnetization

of the crystals closest to the direction of the field. The increase in the magnetic field

applied then causes the orientation of magnetization inside these domains to align itself

with the magnetic field applied. The magnetization of material presents a hysteretic

character which is due to irreversible displacement of the walls of the domains, known as

Bloch walls [43].

1.1.5 Inhomogeneities in magnetic materials

Inhomogeneities such as defined by Balakrishnan [52] in the Heisenberg spin chain

system is a strength interaction of localization of nearest neighbour. Otherwise known

as deformations in a system may either be due to external fields or to the presence of

defects, voids and gaps in the material. In the case where inhomogeneities are considered

as deformation, they arise when a ferromagnetic medium lying in the plane is magnetized

either in the longitudinal or transverse direction. When saturated along the longitudinal

axis, a medium exhibits a homogeneous effective field but when magnetized in the trans-

verse axis, the induced effective field is inhomogeneous [53]. These types of deformations

are called field deformations. In the other case, a site-dependent function is introduced

into the Hamiltonian to model the lattice defects such that the corresponding exchange

integral is bond dependent [54]. These lattice defects introduce a lattice distortion thereby

leading the material to a deformed one. We can have the case where the distance between

neighboring atoms varies along the chain, hence altering the overlap of electronic wave-

functions assumed to be identical at all sites, or the case where the wave-function itself

varies from site to site, even for equally spaced atoms. In the case where the deforma-

tion is assumed identical at all sites, the inhomogeneity function acting as a coefficient
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of exchange interactions is a set of random variables [54]. In such organometallic insula-

tors [54] inhomogeneity function randomly alternates between two values along the chain.

A chain system is natural for modeling inhomogeneities due to defects, although it may

still be applicable in the case of weakly disordered systems with peaked wave-functions

such that a small change in the lattice constant causes a relatively large change in the

atom overlap [55, 56]. These inhomogeneities can be modeled in the effective Hamilto-

nian for a one-dimensional magnetic insulator placed in a weak, static, inhomogeneous

electric field or by the introduction of imperfections (impurities or organic complexes) in

the vicinity of a bond to alter the electronic wave-functions without causing appreciable

lattice distortions. By gradually changing the concentration of impurities along the chain,

it is possible for engineers to control inhomogeneity function [55].

1.2 Mathematical model

1.2.1 Landau-Lifshitz equation

A phenomenological theory of ferromagnetism has been establish by Landau-Lifshitz

and has been corroborated by a considerable amount of experimental data [31]. The

Heisenberg’s equation describing the motion of spin is given by the following equation

dSi

dt
=

1

i~
[Si,H] =

gµB

i~
[Si, Sj]Hj =

gµB

~
εijkSkHj , (1.1)

where the commutator of the spin is [Si, Sj ] = ıεijkSk in an ferromagnetic material.

The atomic moment in a cell can be written as M = −ngµBS, where n is the atomic

density. The atomic magnetic moment −→µa = −gµBS, where g is the g-factor, µB is the

Bohr magnet, S is the atomic spin magnetic moment. If we omit energy dissipation, the

eigenvalue of Hamiltonian H = −µa.H , is conserved, then we can use the Heisenberg’s

equations to describe the motion of spin S = eiSi. Based on the preceding equation

(1.1), if the energy is conserved [31], the equation of motion of magnetic moment is in the

form
dM

dt
= −ngµB

dS

dt
= −g e

2mc
(M ×H) = −γ0(M ×H), (1.2)

where the constant γ0 = g e
2mc

is the gyromagnetic ratio which is generally as being the

relationship between the magnetic moment and the kinetic moment for an atomic spin.
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The preceding equation is free of damping effects. When the dissipation of magnetic free

energy is included, the atomic spins have a non-equilibrium statistics, and its motion

becomes nonlinear. Based on the Hamiltonian H, the dissipation of magnetic energy

means the moment M rotate to the direction of local magnetic field H, which equals the

effective magnetic field Heff [57]. Therefore Landau and Lifshitz have added a damping

term in the equation of motion of spin, which results in the famous LL equation:

dM

dt
= −γ(M× Heff)− γ

α

M
M × (M×Heff), (1.3)

where the dimensionless constant α is called the Landau damping constant, and describes

the dissipation effect in the ferromagnetic material. Similar to the frictional coefficient,

the damping constant α is also phenomenological. Usually in such metals or alloys, α is

less than 0.1, sometimes even below 0.01. However, in ferromagnetic oxides or ferrites, the

dissipation process is much slower, thus α can be one or two orders lower than the value

in ferromagnetic metals [57]. A common way of introducing a damping term of this kind

into classical equations of motion for a physical system is to use a Lagrangian formulation

of the equations of motion and add a velocity-dependent term derived from a quadratic

function of the time derivatives of the dynamical variables called Rayleigh’s dissipation

function [58]. In micromagnetics, the equation of motion for magnetic moments is always

called the Landau-Lifshitz-Gilbert equation (LLG)-equation, because Thomas Gilbert

explained the damping term of (LL)-equation by the dissipative Lagrange equation with

a Rayleigh’s dissipation function in [31]:

d

dt

δL[M, Ṁ]

δṀ
− δL[M, Ṁ]

δṀ
+
δR[Ṁ]

δṀ
= 0, (1.4)

where Gilbert assumed that the Lagrange equation itself will result in the equation (1.2)

of motion for the magnetic moment under the constraint of energy conservation. In the

Lagrange L[M, Ṁ] = T − U , the role of magnetization M is the same as the position r

in L[r, ṙ] of classical mechanics. The Rayleigh dissipation functional is also constructed

analogous to that of the frictional force in mechanics:

R[ṙ] =
η

2

∫ ∫ ∫

d3rṙ2(r, t) ⇒ R[Ṁ ] =
η

2

∫ ∫ ∫

d3MṀ2(r, t), (1.5)

where η is a damping parameter that is characteristic of the material. Then the (LLG)-

equation can be obtained by inserting the Rayleigh dissipation functional into equation

(1.4), where the effective field appears as δU/δM = −Heff

Ph.D. Thesis Year 2020



1.2 Mathematical model 15

d

dt

δT [M, Ṁ]

δṀ
− δT [M, Ṁ]

δṀ
+ (−Heff + ηṀ) = 0, (1.6)

implies

∂M

∂t
= −γ0M × (Heff − ηṀ) = −γ0M× Heff +

α

M
M × ∂M

∂t
, (1.7)

where the damping α = γ0ηM . This equation must be equivalent to equation (1.2) when

the friction coefficient η = 0 [31]. The (LLG)-equation and (LL)-equation are totally

equivalent to one another, except that the gyromagnetic ratio γ in the two equations

has a small difference related to the damping. If we insert the right-hand side of the

(LLG)-equation in equation (1.7) into the last term ∂M/∂t, it is easy to prove that

(1 + α2)
∂M

∂t
= −γ0M× Heff − γ0

α

M
(M× ∂M

∂t
), (1.8)

Comparing this equation (1.8) with the LL equation (1.3), it is clear that γ = γ0/(1 +

α2). Therefore, the gyromagnetic ratio γ in the LL equation should be smaller than the

gyromagnetic ratio γ0 in the (LLG)-equation, by a small factor related to the damping

coefficient α.

1.2.2 Maxwell equation

Maxwell’s equations summarize several important findings in electromagnetism. They

describe in a mathematical way how are bound and how interact electric charges, electrical

currents, electric fields and magnetic fields. For simply statement, they describe the

electric, magnetic and luminous phenomena quantitatively. These equations are very

significant in physics.

Maxwell-Gauss equation: This equation can be express as follows and show that

the divergence of the electric field is proportional to the electric charge distribution.

∇ · E =
ρ

ε0
. (1.9)

A particle or an electrically charged body, constitutes a concentration of electric charges

of the same sign. This means that the electrical field is diverging since the source of

electric charges is proportional to the distribution of these charges.
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Maxwell- Flux equation: The divergence of the magnetic field is nought and is

given as follows

∇ · B = 0. (1.10)

There is no divergence of the magnetic field, so the magnetic field lines do not point

towards infinity. This law reflects the simple fact that there is no magnetic monopole.

A magnet monopole does not exist as there are electric monopoles such as electron and

proton. If we break a magnet, we get several magnets with north and south pole. Math-

ematically, the law can also be read as the lines of outgoing magnetic field of one of the

poles of a magnet return in the other pole. This formulation explains better the fact that

the sum of all lines of fields is equal to nought. What leaves one side returns to the other

and final one does not lose nor creates thing.

Maxwell-Faraday equation: The curl of electric field is proportional to the variation

of the magnetic field over time.

∇×E = −∂B
∂t
. (1.11)

If we take a varying magnetic field in a conductor, then there appears a rotating

electric field around the magnet. In the Maxwell-Faraday equation, the curl of electric

field is proportional to the variation of magnetic field. Indeed, it is the variation of the

magnetic field that generates an electric field and not the magnetic field alone. If we place

a magnet in a coil, nothing happens. On the other hand, if you move the magnet, an

electric field is created around, which itself will generate an electric current in the wire.

Maxwell-Ampere equation: The curl of magnetic field is the sum of his time

dependence variation of electric field and electric current

∇× B = µ0J + µ0ǫ0
∂E

∂t
. (1.12)

This equation shows that the magnetic field is produced by the variation of electric field

during the time. The term µ0J shows also that the magnetic field as well depends on

electric current in the case of conductor.

We follow the classical manipulation of the Maxwell’s equations namely, take the curl

of the Ampere law and eliminate D, E and B by making use of the constitutive relation

and the Faraday law, and obtain

−∇(∇ · H) +∇2H =
1

c2
∂2

∂t2
(H+M)+∇× J, (1.13)
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where c2 = 1
ε0µ0

1.2.3 System without damping and inhomogeneous effects

Within the framework of their investigation relating to the wave propagation in ferri-

magnetic media, Kraenkel et al. [25] have used the Maxwell’s equations in the absence of

current and charges in a medium of scalar permittivity, which are supplemented with a

relation between the magnetization and the magnetic field in the materials called Landau-

Lifshitz equation given as follows

−∇(∇ · H) +∇2H =
1

c2
∂2

∂t2
(H+M), (1.14a)

∂M

∂t
= −µ0γM ×H, (1.14b)

where vectors H and M stand for the magnetic induction and magnetization density, re-

spectively. γ being the gyromagnetic ratio, the first term on the right-hand side describes

the precession of the magnetization around the micro-magnetic field and µ0 the magnetic

permeability of the vacuum field. From a practical viewpoint, the above coupled equa-

tions are actually fundamental for investigation of the data loading processes in reversal

magnetic memory devices in the ferrites. These equations are fundamentally nonlinear

and describe the propagation of magnetic waves in ferrite in the absence of current and

charges when losses are negligible.

Linear regime: propagating plane wave.

In order to clear the notation, let us rescale the variables as

M −→ µ0γ

c
M, H −→ µ0γ

c
H, t −→ t

c
. (1.15)

For better understanding the propagation of waves in ferrites we proceed firstly to the

analysis of linear limit regime considering the small perturbations of solution with steady

state given as follows

M0 = (0,M0 sin(ϕ), 0), H0 = αM0, (1.16)

where α M0 and H0 are positives constant respectively. In order to linearize the pre-

views system around this state, we assume for the perturbations a plane wave solution
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propagating along the x-direction so that

M = M0 + ǫM1 exp[ı(kx− ωt)], (1.17a)

H = H0 + ǫH1 exp[ı(kx− ωt)], (1.17b)

where the parameter ǫ represents the small perturbation related to the wavelength of the

short-wave perturbation along the ferrite. ω and k are, respectively, the frequency and

wave number of the wave. It is important in the continuation of our analysis to establish

the dispersion relation of the preceding system (1.14) by expressing beforehand the terms

that constitute it. We start by expressing terms of Maxwell’s equation (1.14a) as follows

∇(∇ ·H) = (H i
x +Hj

y +Hk
z )xex + (H i

x +Hj
y +Hk

z )yey + (H i
x +Hj

y +Hk
z )zez.

The terms bearing i, j and k indices correspond to the components of the vectors along

the x, y and z directions respectively.

∇2H = (H i
xx +H i

yy +H i
zz)ex + (Hj

xx +Hj
yy +Hj

zz)ey + (Hk
xx +Hk

yy +Hk
zz)ez,

−∇(∇ · H) +∇2H = (H i
yy +H i

zz −Hj
xy −Hk

zx)ex + (Hj
xx +Hj

zz −H i
xy −Hk

yz)ey

+(Hk
xx +Hk

yy −H i
xz −Hj

yz)ez,

∂2

∂t2
(H+ M) =

∂2

∂t2
(H i +M i)ex +

∂2

∂t2
(Hj +M j)ey +

∂2

∂t2
(Hk +Mk)ez,

∂2

∂t2
(H i +M i) = 0,

∂2

∂t2
(Hj +M j) = −ǫk2Hj

1 exp[ı(kx− ωt)],

∂2

∂t2
(Hk +Mk) = −ǫk2Hk

1 exp[ı(kx− ωt)].

The Maxwell equation (1.14a) takes the following form in view of the terms express above

according to directions x, y and z respectively


















H i
1 = −M i

1,

Hj
1 = − ω2

ω2−k2
M j

1 ,

Hk
1 = − ω2

ω2−k2
Mk

1 .

(1.18)
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Handing Landau-lifshizt equation (1.14b) according to the perturbations plane wave so-

lution propagating along the x-direction, we obtain the following relations


















∂M i

∂t
≡ −ıωǫM i

1 exp[ı(kx− wt)] = (M jHk −MkHj),

∂Mj

∂t
≡ −ıωǫM j

1 exp[ı(kx− wt)] = (MkH i −M iHk),

∂Mk

∂t
≡ −ıωǫMk

1 exp[ı(kx− wt)] = (M iHj −M jH i),

M ×H = (M jHk −MkHj)−→ex + (MkH i −M iHk)−→ey + (M iHj −M jH i)−→ek .

Landau-lifshizt equation (1.14b) become according to x, y and z direction, respectively

ıωM i
1 = Hk

1M0 sinϕ−Mk
1H0 sinϕ, (1.19a)

ıωM j
1 = Mk

1H0 cosϕ−Hk
1M0 cosϕ, (1.19b)

ıωMk
1 = Hj

1M0 cosϕ+M i
1H0 sinϕ−H i

1M0 sinϕ−M j
1H0 cosϕ. (1.19c)

Introducing equation (1.18) into equation (1.19) we have the following relation in M1

ı(ω2 − k2)M i
1 +M0 sin(ϕ)[ω

2(1 + α− αk2)]Mk
1 = 0, (1.20a)

ı(ω2 − k2)M j
1 −M0 cos(ϕ)[ω

2(1 + α) + ω2]Mk
1 = 0, (1.20b)

ı(ω2 − k2)Mk
1 +M0 cos(ϕ)[ω

2(1 + α)− αk2]M j
1

−M0 sin(ϕ)[(ω
2 − k2)(1 + α)]M i

1 = 0. (1.20c)

This equation (1.20) can be written in the following matrix form











ıω(ω2 − k2) 0 M0A sin(ϕ)

0 ıω(ω2 − k2) −M0A cos(ϕ)

−M0 sin(ϕ) M0A cos(ϕ) ıω(ω2 − k2)





















M i
1

M j
1

Mk
1











=











0

0

0











, (1.21)

with A = ω2(1 + α)− αk2.

Equation (1.20) admit a nontrivial solution if the determinant of this matrix is equal

to zero from where comes the following equation

M2
0 [ω

2(1 + α)− αk2][ω2(1 + α)− k2(α + sin2 ϕ]− ω2(ω2 − k2)2 = 0, (1.22)

which is the dispersion relation. In the condition of studying short-waves, one has to

consider wave vector tending toward infinity [25]. For that purpose, let us suppose k ∼ ǫ−1

Ph.D. Thesis Year 2020



1.2 Mathematical model 20

with ǫ≪ 1. Consequently, the frequency is expanded accordingly as

ω = ω−1ǫ
−1 + ωǫ+ ǫ2ω2 + ǫ3ω3 + · · · (1.23)

Our hypothesis consider above corresponds just to the requirement that short-waves exist

in the linear limit with the phase velocity and the group velocity always bounded. Now,

replacing Eq.(1.23) into the dispersion relation above, we obtain a set of equations

At order ǫ−6 : −w6
−1 + 2w4

−1k
2
0 − w2

−1k
4
0, we have

w−1 = ±k0. (1.24)

At order ǫ−4 : M2
0 (1 + α)(α + sin2(ϕ)w2

−1k
2
0 +M2

0 (1 + α)2w4
−1 − 6w5

0w1 + 8w3
−1w1k

2
0

−M2
0α(1 + α)w2

−1k
2
0 − 2w−1w1k

4
0 +M2

0α(α+ sin2(ϕ)k40 = 0, we have

sin2 ϕ = 1. (1.25)

This express the fact that the short-waves can propagate only for one value of ϕ = π/2.

At order ǫ−2 : −15w4
−1w

2
1 − w2

1k
4
0 − 2M2

0 (1 + α)(α + sin2(ϕ))w−1w1k
2
0 + 4M2

0 (1 +

α)2w3
−1w1 − 2M2

0α(1 + α)w−1w1k
2
0 + 12w2

−1w
2
1k

2
0, we have

w1 = M2
0

(1 + α)

2k0
, (1.26)

w−1, w1 and k0 are characteristics of short-wave in the linear limit. Characteristics of the

short waves thus to found in the linear limit, we now turn to the nonlinear aspect.

Nonlinear regime

We resort to the multiple-scale method, adapted to short-wave asymptotic. Thus, we

introduce rescaled, space and time variables, such that

∂

∂t
= −1

ǫ

∂

∂ξ
+ ǫ

∂

∂τ
, (1.27a)

∂

∂x
= ǫ

∂

∂τ
. (1.27b)

We now consider general expansion in the following form

M = M0 + ǫM1 + ǫ2M2 + · · · (1.28a)

H = H0 + ǫH1 + ǫ2H2 + · · · (1.28b)
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where the expansion coefficients depend on the variables ξ and τ . Prior to the direct

substitution into the governing equations, namely the Maxwell’s and Landau-Libshizt

equations (1.14), the Maxwell equations provide the following relations

ǫ−2(H i
ξξ +M i

ξξ) + ǫ2(H i
ττ +M i

ττ )− 2(H i
ξτ +M i

ξτ ) = 0, (1.29a)

ǫ−2(Hj
ξξ +M j

ξξ) + ǫ2(Hj
ττ +M j

ττ )− 2(Hj
ξτ +M j

ξτ ) = 0, (1.29b)

ǫ−2(Hk
ξξ +Mk

ξξ) + ǫ2(Hk
ττ +Mk

ττ )− 2(Hk
ξτ +Mk

ξτ ) = 0. (1.29c)

The Landau-Libshizt equation (1.14) provide the following relations

−ǫ−1M i
ξ + ǫM i

τ = M jMk −MkM j , (1.30a)

−ǫ−1M j
ξ + ǫM j

τ = MkM i −M iMk, (1.30b)

−ǫ−1Mk
ξ + ǫMk

τ = M iM j −M jM i. (1.30c)

At order ǫ−2 we have, according to equation (1.29) and introducing general expansion

relation (1.28), the following relation

H i
0ξξ +M i

0ξξ = 0, (1.31a)

Hj
0ξξ +M j

0ξξ = Hj
0ξξ, (1.31b)

Hk
0ξξ +Mk

0ξξ = Hk
0ξξ. (1.31c)

We seek the components of the vectors H0 and M0 respectively by using the initial

conditions on the vectors and their derivative and we have H i
0ξξ +M i

0ξξ = 0 ⇒ (H i
0ξ +

M i
0ξ) = c1 yet ξ −→ −∞, H i

0ξ and M i
0ξ −→ 0 then

c1 = 0 ⇒ (H i
0 +M i

0) = c2 as ξ −→ −∞ H i
0 and M i

0 → 0

Hj
0ξ +M i

0ξ = Hj
0ξ + c3 ⇒ ξ −→ ∞ Hj

0ξ and M j
0ξ −→ 0 then, c3 = 0

Hj
0 +M i

0 = Hj
0 + c4 ξ −→ −∞ Hj

0 = H0, M j
0 =M0, c4 =M0

we have according to the preview expressions

H0 = Hj
0ey +Hk

0ez, (1.32a)

M0 = M j
0ey, (1.32b)

with M j
0 =M0 and Hj

0 = H0.
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At the order ǫ−1 we have, according to equation (1.29) and equation (1.30) and intro-

ducing general expansion relation (1.28), the following relation

(H i
1 +M i

1)ξξ = 0, (1.33a)

(Hj
1 +M j

1 )ξξ = Hj
ξξ, (1.33b)

(Hk
1 +Mk

1 )ξξ = Hk
ξξ, (1.33c)

−M i
0ξ = 0, (1.33d)

−M j
0ξ = 0, (1.33e)

−Mk
0ξ = 0, (1.33f)

is constructed from which we have the following relation by using the initial conditions

on the vectors and their derivatives






















































H i
1 = −M i

1,

M j
1 = 0,

Mk
1 = 0,

M i
0 = 0,

M j
0 = m,

Mk
0 = 0.

(1.34)

At the order ǫ0 we have, according to equation (1.29) and equation (1.30) and intro-

ducing general expansion relation (1.28), the following relation

(H i
2 +M i

2)ξξ − 2(H i
0 +M i

0)ξτ = 0, (1.35a)

(Hj
2 +M j

2 )ξξ − 2(Hj
0 +M j

0 )ξτ = Hj
2ξξ, (1.35b)

(Hk
2 +Mk

2 )ξξ − 2(Hk
0 +Mk

0 )ξτ = Hk
2ξξ, (1.35c)

−M i
1ξ = H i

0M
k
0 −Hk

0M
j
0 , (1.35d)

−M j
1ξ = Hk

0M
i
0 −H i

0M
k
0 , (1.35e)

−Mk
1ξ = H i

0M
j
0 −Hj

0M
i
0, (1.35f)

is derived. We integrate equation (1.35) according to the limiting conditions on vectors

and their derivatives and obtain the following relation

H i
2 = −M i

2,M
j
2ξ = 2Hj

0τ ,M
k
2ξ = 2Hk

0τ , (1.36a)

M i
1ξ = Hk

0M0,M
j
1 = 0,Mk

1 = 0. (1.36b)
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At the order ǫ1 we have, according to equation (1.29) and equation (1.30) and intro-

ducing general expansion relation (1.28), the following relation

(H i
3 +M i

3)ξξ − 2(H i
1 +M i

1)ξτ = 0 (1.37a)

(Hj
3 +M j

3 )ξξ − 2(Hj
1 +M j

1 )ξτ = Hj
3ξξ (1.37b)

(Hk
3 +Mk

3 )ξξ − 2(Hk
3 +Mk

3 )ξτ = Hk
3ξξ (1.37c)

−M i
2ξ = M i

0H
k
1 +H i

0M
k
1 −Hk

0M
j
1 −Hk

1M
j
0 (1.37d)

−M j
2ξ = Hk

0M
i
1 +Hk

1M
i
0 −H i

0M
k
1 −H i

1M
k
0 (1.37e)

−Mk
1ξ = H i

0M
j
1 +H i

1M
j
0 −Hj

0M
i
1 −Hj

1M
i
0 (1.37f)

We integrate equation (1.37) according to the limiting conditions on vectors and their

derivatives, and obtain the following relations

H i
3 = −M i

3, M j
3ξ = 2(Hj

1 +M j
1 )ξ, Mk

3ξ = 2(Hk
1 +Mk

1 )ξ, (1.38a)

M i
2ξ =M0H

k
1 , M j

2ξ = −H0H
kM i

1, Mk
2ξ = −M0H

i
1 +Hj

0M
i
1. (1.38b)

equation (1.36) enable us to write the following relations

M j
2ξ = − 1

M0

M i
1ξ,

Hj
0τ = − 1

M0
M i

1M
i
1ξ,

then we have

∂Hj
0

∂τ
= − 1

M0
M i

1M
i
1ξ. (1.39a)

equation (1.36) and equation (1.38) enable us to write the following relation

Mk
2ξ =

2

M0

M i
1ξτ = −M0H

i
1 +Hj

0M
i
i ,

then we have

∂2M i
1

∂ξ∂τ
=

M0

2
(M0 +Hj

0)M
i
1. (1.40)

It is significant to note that equations (1.39) and (1.40) is a nonlinear system describing

the evolution of the first nontrivial terms in the expansion of H and M which involve
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effects at order zero and one on ǫ respectively. Set M i
1 = βB and Hj

0 = −M0+ lCξ, β and

l are determined constants toward the following system

βBξτ =
M0

2
lCξβB, (1.41a)

lCξτ = − β2

2M0

BBξ. (1.41b)

Then we have






Bξτ = BCξ

Cξτ = −BBξ

(1.42)

with l = 2
M0

and β2 = 4 Equation (1.42) is a well-known system called the Kraenkel-

Manna-Merle system [25], describing the propagation of magnetic waves in ferrites. It is

an integrable system which displays exact solutions.

1.2.4 Damping-Inhomogeneous magnetic system

We use a coupling between the classical Landau-Lifshitz-Gilbert model for the mag-

netization density function M(x, t) = (M i,M j ,Mk) and Maxwell’s equations for the

propagation of electromagnetic waves in ferromagnetic chains [59]. This results permit

to point up Maxwell-Landau-Gilbert model taking into account the Heisenberg exchange

couplings and damping effect, given by

−∇(∇ ·H) +∇2H =
1

c2
∂2

∂t2
(H+M), (1.43a)

∂M

∂t
= −µ0γM ∧ Heff + σ

M

Ms

∧ ∂M

∂t
, (1.43b)

where c = 1/
√
µ0ǫ0 is the speed of light, µ0 being the magnetic permeability of the

vacuum, and the vectors H and B stand for the magnetic induction and the magnetization

density, respectively. The first term on the right hand side of Eq.(1.43) describe the

precession of the magnetization around the micromagnetic effective field Heff and the

second term which is the Gilbert-damping term with the damping parameter σ drives the

magnetization toward the direction of Heff whereby angular momentum is transferred to

magnetic degrees of freedom. The quantity Ms represents the saturation magnetization.

The expression of Heff is given by

Heff = H− βn(n · M) + α△M, (1.44)
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where α and β are the constants of the inhomogeneous exchange and the magnet anisotropy,

respectively and n is the unit vector directed along the anisotropy axis and we assume

n = −→e z. In order to clear the notation, let us rescale the variables as follows

M → cM

µ0γ
, H → cH

µ0γ
, t→ t

c
. (1.45)

In order to well understand the inhomogeneous exchange in ferrites, we start at first by

studying the linear limit regime looking at small perturbations of a given solution.

Linear regime: propagating of plane wave

We assume for the perturbations a plane wave solution propagating along the x direc-

tion, so that

M = M0 + ǫM1 exp[ı(kx− wt)], (1.46a)

H = H0 + ǫH1 exp[ı(kx− wt)], (1.46b)

M and H are vectors, where k and w are, respectively, the wave number and the frequency

of the wave.

Maxwell equation (1.43) takes the new following form after substituting perturbations

plane wave solution propagating along the x direction

∂2

∂t2
(H i +M i) = (H i

yy +H i
zz −Hj

xy −Hk
zx), (1.47a)

∂2

∂t2
(Hj +M j) = (Hj

xx +Hj
zz −H i

xy −Hk
yz), (1.47b)

∂2

∂t2
(Hk +Mk) = (Hk

xx +Hk
yy −H i

xz −Hj
yz). (1.47c)

Landau-Lifshizt-Gilbert equation takes the new following forms

∂M i

∂t
=MkHj −M jHk + βMkM j + α(MkM j

xx −M jMk
xx)

+
σ

m
(M j ∂M

k

∂t
−Mk ∂M

j

∂t
), (1.48a)

∂M j

∂t
=M iHk −MkH i − βMkM i + α(M iMk

xx −MkM i
xx)

+
σ

m
(Mk ∂M

i

∂t
−M i∂M

k

∂t
), (1.48b)

∂Mk

∂t
=M jH i −M iHj + α(M iM j

xx −M jM i
xx)

+
σ

m
(M i∂M

j

∂t
−M j ∂M

i

∂t
). (1.48c)
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Introducing equation (1.46) in equation (1.47), we obtain the following relations

H i = −M i, (1.49a)

Hj
1 = − w2

w2 − k2
M j

1 , (1.49b)

Hk
1 = − w2

w2 − k2
Mk

1 . (1.49c)

Introducing equation (1.46) and system (1.49) in equation (1.48), we obtain the following

relations

ıw(w2 − k2)M i
1 +m[(w2 − k2)(α̃ + β0) + w2] sin θMk

1 = 0, (1.50a)

ıw(w2 − k2)M j
1 +m[(w2 − k2)(α̃ + β0) + w2] cos θMk

1 = 0, (1.50b)

−m(w2 − k2)(1 + α̃) sin θM i
1 +m[(w2 − k2)α̃ + w2] cos θM j

1

+ıw(w2 − k2)Mk
1 = 0, (1.50c)

where α̃ = µ+ α0k
2 − ıw σ0

m
.

This equation (1.50) can take the following matrix form in M1











ıω(ω2 − k2) 0 D sin θ

0 ıω(ω2 − k2) D cos θ

E sin θ m[(w2 − k2)α̃ + w2] cos θ ıω(ω2 − k2)





















M i
1

M j
1

Mk
1











=











0

0

0











, (1.51)

with D = m(w2 − k2)(α̃ + β0) + w2 and E = −m(w2 − k2)(1 + α̃).

This equation (1.51) admits nontrivial solution only if the determinant of the matrix

is nil and that leads to the following dispersion relation

ω2(ω2 − k2)2 +m2{(w2 − k2)(α̃+ β0) + w2}{k2 sin2(θ)− [α̃(ω2 − k2) + ω2]} = 0. (1.52)

We are interested in studying the short-wave limit when wave number tend to infinity.

This is possible if we consider k ∼ ǫ−1 with ǫ ≪ 1. Consequently, the frequency is

expanded accordingly as

ω = ω−1ǫ
−1 + ωǫ+ ǫ2ω2 + ǫ3ω3 + · · ·

Now, replacing the previous frequency into the dispersion relation above, we obtain a

set of equations

At order ǫ−8: m2
(

w−1
2 − k0

2
)2
α0

2k0
4 = 0 this relation permit to have

ω−1 = ±k0. (1.53)
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At order ǫ−4:

4w3
−1

(

w2
−1 − k20

)

w1 + 2w−1w1(w
2
−1 − k20)

2 +m2((w2
−1 − k20)(µ+ β0) + 2w−1w1α0k

2
0

+w2
−1)(k

2
0sin

2(θ)− (w2
−1 − k20)(µ+ β0)− 2w−1w1α0k

2
0 − w2

−1)−m2(2w−1w1

+2w−1w1(µ+ β0) + w2
1α0k

2
0)(w

2
−1 − k20)α0k

2
0 +m2(w2

−1 − k20)

α0k
2
0(−2w−1w1 − 2w−1w1(µ+ β0)− w2

1α0k
2
0) +m(

ı(w2
−1 − k20)w1σ0

m
− 2ıw2

−1w1σ0
m

)

(w2
−1 − k20)ıw−1σ0 −m(w2

−1 − k20)ıw−1σ0(
(w2

−1 − k20)
2ıw1σ0

m
+

2w2
−1w1ıσ0
m

) = 0.

This relation express the following condition

Either 1 + 2w−1w1α0 = 0 or 1 + 2w−1w1α0 = sin2(θ). (1.54)

At order ǫ−3:

m(2w−1w1 + 2w−1w1(µ+ β0) + w2
1α0k

2
0)(w

2
−1 − k20)ıw−1σ0

+6mw−1w
2
1ıσ0(w

2
−1 − k20)α0k

2
0 +m2((w2

−1 − k20)(µ+ β0) + 2w−1w1α0k
2
0

+w2
−1)(

ı(w2
−1 − k20)w1σ0

m
+

2ıw2
−1w1σ0
m

) +m2(
−ı(w2

−1 − k20)w1σ0
m

− 2ıw2
−1w1σ0
m

)

(k20sin
2(θ)− (w2

−1 − k20)(µ+ β0)− 2w−1w1α0k
2
0 − w2

−1)

−m(w2
−1 − k20)ıw−1σ0(−2w−1w1 − 2w−1w1(µ+ β0)− w2

1α0k
2
0 = 0.

we obtain the following relation

Either σ0 = 0 or 2(1 + 2w−1w1α0) = sin2(θ). (1.55)

At order ǫ−2:

w2
−1(2(w

2
−1 − k20)w

2
1 + 4w2

−1w
2
1) + 8w2

−1w
2
1(w

2
−1 − k20)

+w2
1(w

2
−1 − k20)

2 + 6w2
−1w

2
1σ

2
0(w

2
−1 − k20)−m2(w2

1(µ+ β0) + w2
1)(w

2
−1 − k20)αk

2
0

+m2(
−(w2

−1 − k20)ıw1σ0
m

− 2w2
−1w1ıσ0
m

)(
(w2

−1 − k20)ıw1σ0
m

+
2w2

−1w1ıσ0
m

) +m2((w2
−1 − k20)

(µ+ β0 + 2w−1w1α0k
2
0 + w2

−1)(−2w−1w1 − 2w−1w1(µ+ β0)− w2
1α0k

2
0)

+m2(2w−1w1 + 2w−1w1(µ+ β0) + w2
1α0k

2
0)(k

2
0sin

2(θ)− (w2
−1 − k20)

(µ+ β0)− 2w−1w1α0k
2
0 − w2

−1) +m2(w2
−1 − k20)α0k

2
0(−w2

−1(µ+ β0)− w2
1) = 0.
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Handling now the previous expression in order ǫ−2 with w−1 = k0, we obtain the following

equation

4k20w
2
1 +m2{−(1 + 2w−1w1α0)[2w−1w1(1 + µ+ β0) + α0k

2
0(w

2
1 + 2w−1w3)]

+4k20w1σ
2
0/m

2 + (sin2(θ − 1− 2w−1w1α0)[2w−1w1(1 + µ+ β0)

+α0k
2
0(w

2
1 + 2w−1w3)]} = 0. (1.56)

It is also appropriate to find the frequency of propagation of wave at order one in ǫ, for

that we assume σ0 = 0 in equation (1.56) an w1 is given by

w1 = m2 (1 + µ)

2k0
. (1.57)

Nonlinear regime

To completely solve equation (1.43), we use the approach of multiscale analysis to

reduce the coupled vector equations to a nonlinear equation for a scalar field. The multi-

scale analysis or the reductive perturbation method is a generalized asymptotic analysis

method for solving the Maxwell-Landau-Lifshizt-Gilbert model by reducing it to soliton

equations [60]. We first introduce the following space and time variables, depending on a

small parameter ǫ

ζ = (x− t)ǫ−1, (1.58a)

τ = ǫt. (1.58b)

The slow space variable ζ describes the shape of the wave propagating at speed unity

and the time variable t is the time evolution of this wave during the propagation. The

parameter ǫ measures the weakness of the perturbation effect. As in the theory of fer-

romagnetic resonance experiment, we assume the model of sample immersed in a high

intensity external magnetic field such that the sample is magnetized to its saturation

limit. This assumption avoids the creation of domain walls which would require more

care in the derivation of the reduced equation and the sample is free from the effects due

to its geometry such as shape anisotropies. Under this assumption, we seek a reduction
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of the coupled system (1.43) through the multi-scale perturbation from the expansion

M = M0 + ǫ1M1 + ǫ2M2 + ǫ3M3 + · · · (1.59a)

H = H0 + ǫ1H1 + ǫ2H2 + ǫ3H3 + · · · (1.59b)

α = α0 + ǫ1α1 + ǫ2α2 + ǫ3α3 + · · · (1.59c)

β = β0 + ǫ1β1 + ǫ2β2 + ǫ3β3 + · · · (1.59d)

The terms H0 is called the external field despite the fact that it differs from the applied

external field. M0 is called the magnetization density lined up with field H0. The expan-

sion of equation (1.59) is thus considered for perturbations around these fields (M0,H0).

We combine relation (1.68) with the perturbation expansion (1.59) for the components

of M and H in the aim of describing the nonlinear asymptotic behavior of the original

system. By substituting the perturbed fields (1.59) into the coupled system (1.43), we

obtain at the leading order of the perturbation

ǫ−2(H i
ζζ +M i

ζζ) + ǫ2(H i
ττ +M i

ττ )− 2(H i
ζτ +M i

ζτ ) = 0, (1.60a)

ǫ−2(Hj
ζζ +M j

ζζ) + ǫ2(Hj
ττ +M j

ττ )− 2(Hj
ζτ +M j

ζτ ) = ǫ−2Hj
ζζ , (1.60b)

ǫ−2(Hk
ζζ +Mk

ζζ) + ǫ2(Hk
ττ +Mk

ττ )− 2(Hk
ζτ +Mk

ζτ ) = ǫ−2Hk
ζζ , (1.60c)

−ǫ−1M i
ζ + ǫM i

τ =MkHj −M jHk + βMkM j + ǫ−2α(MkM j
ζζ −M jMk

ζζ)

+
σ

m
[M j(−ǫ−1Mk

ζ + ǫMk
τ ) +Mk(ǫ−1M j

ζ − ǫM j
τ )], (1.61a)

−ǫ−1M j
ζ + ǫM j

τ =M iHk −MkH i − βMkM i + ǫ−2α(M iMk
ζζ −MkM i

ζζ)

+
σ

m
[Mk(−ǫ−1M i

ζ + ǫM i
τ ) +M i(ǫ−1Mk

ζ − ǫMk
τ )], (1.61b)

−ǫ−1Mk
ζ + ǫMk

τ =M jH i −M iHj + ǫ−2α(M jM i
ζζ −M iM j

ζζ)

+
σ

m
[M i(−ǫ−1M j

ζ + ǫM j
τ ) +M j(ǫ−1M i

ζ − ǫM i
τ )]. (1.61c)

Handling the system (1.60) and (1.61) at the order ǫ−2, by substituting the perturbed

fields (1.59) into the coupled system, we obtain at the order of perturbation, the following

relations, taking into account the boundary conditions on all derivatives of M and H and
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steady state M0 and H0

H i
0ζζ +M i

0ζζ = 0 ⇒ H i
0ζ +M i

0ζ = C1,

lim
ζ→−∞

M i
0ζ = lim

ζ→−∞
H i

0ζ = 0 ⇒ C1 = 0H i
0 +M i

0 = C2,

as lim
ζ→−∞

M i
0 = lim

ζ→−∞
H i

0 = 0, withM i
0 = 0 then H i

0 = 0, (1.62a)

Hj
0ζζ +M j

0ζζ = Hj
0ζζ ⇒ Hj

0ζ +M j
0ζ = Hj

0ζ + C3,

lim
ζ→−∞

M j
0ζ = lim

ζ→−∞
Hj

0ζ = 0 ⇒ C3 = 0, Hj
0 +M j

0 = Hj
0 + C4,

as lim
ζ→−∞

M j
0 =M0and lim

ζ→−∞
Hj

0 = H0 then C4 =M0, (1.62b)

Hk
0ζζ +Mk

0ζζ = Hk
0ζζ ⇒ Hk

0ζ +Mk
0ζ = Hk

0ζ + C5,

lim
ζ→−∞

M j
0ζ = lim

ζ→−∞
Hj

0ζ = 0 ⇒ C5 = 0, Hk
0 +Mk

0 = Hk
0 + C6,

as lim
ζ→−∞

M j
0 = lim

ζ→−∞
Hj

0 = 0 then C6 = 0 and Mk
0 = 0, (1.62c)

α0M0 ∧ M0ζζ = 0 ⇒ α0 = 0, (1.62d)

where C1, C2, C3, C4, C5, C6 are constants of integration. In short, equations (1.62) permit

to have H0 = Hj
0ey +Hk

0ek, M0 =M j
0ey and α0 = 0

At the order ǫ−1 we have

(H i
1 +M i

0)ζζ = 0 ⇒ H i
1 = −M i

1, (1.63a)

(Hj
1 +M j

0 )ζζ = Hj
1ζζ ⇒ M j

1 = 0, (1.63b)

(Hk
1 +Mk

0 )ζζ = Hk
1ζζ ⇒ Mk

1 = 0, (1.63c)

−M i
0ζ = α0M

k
0M

j
1ζζ + α1M

k
0M

j
0ζζ + α0M

k
1M

j
0ζζ − α0M

j
0M

k
1ζζ

−α1M
j
0M

k
0ζζ − α0M

j
1M

k
0ζζ −

σ0
m
M j

0M
k
0ζ +

σ0
m
Mk

0M
j
0ζ , (1.63d)

−M j
0ζ = α0M

i
0M

k
1ζζ + α1M

i
0M

k
0ζζ + α0M

i
1M

k
0ζζ − α0M

k
0M

i
1ζζ

−α1M
k
0M

i
0ζζ − α0M

k
1M

i
0ζζ −

σ0
m
Mk

0M
i
0ζ +

σ0
m
M i

0M
k
0ζ , (1.63e)

−Mk
0ζ = α0M

j
0M

i
1ζζ + α1M

j
0M

i
0ζζ + α0M

j
1M

i
0ζζ − α0M

i
0M

j
1ζζ

−α1M
i
0M

j
0ζζ − α0M

i
1M

j
0ζζ −

σ0
m
M i

0M
j
0ζ +

σ0
m
M j

0M
i
0ζ , (1.63f)

we obtain at the order zero in ǫ from equation (1.63)d, (1.63)e and (1.63)f M i
0 = 0,

M j
0 = m and Mk

0 = 0
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At the order ǫ0 we have

(H i
2 +M i

2)ζζ − 2(H i
0 +M i

0)ζτ = 0 ⇒ H i
2 = −M i

2, (1.64a)

(Hj
2 +M j

2 )ζζ − 2(Hj
0 +M j

0 )ζτ = Hj
2ζζ ⇒M j

2ζ = 2Hj
0τ , (1.64b)

(Hk
2 +Mk

2 )ζζ − 2(Hk
0 +Mk

0 )ζτ = Hk
2ζζ ⇒Mk

2ζ = 2Hk
0τ , (1.64c)

−M i
1ζ =Mk

0H
j
0 −M j

0H
k
0 + β0M

k
0M

j
0 + α0(M

k
0M

j
2ζζ +Mk

2M
j
0ζζ −M j

0M
k
2ζζ

−M j
1M

k
1ζζ +M j

2M
k
0ζζ) + α1(M

k
1M

j
0ζζ +Mk

0M
j
1ζζ

−M j
1M

k
0ζζ −M j

0M
k
1ζζ) + α2(M

k
0M

j
0ζζ −M j

0M
k
0ζζ)

−σ0
m

(M j
0M

k
1ζ +M j

1M
k
0ζ −Mk

0M
j
1ζ −Mk

1M
j
0ζ)−

σ1
m
(M j

0M
k
0ζ −Mk

0M
j
0ζ), (1.64d)

−M j
1ζ =M i

0H
k
0 −Mk

0H
i
0 + β0M

k
0M

i
0 + α0(M

i
0M

k
2ζζ +M i

2M
k
0ζζ −Mk

0M
i
2ζζ

−Mk
1M

i
1ζζ +Mk

2M
i
0ζζ) + α1(M

i
1M

k
0ζζ +M i

0M
k
1ζζ

−Mk
1M

i
0ζζ −Mk

0M
i
1ζζ) + α2(M

i
0M

k
0ζζ −Mk

0M
i
0ζζ)

−σ0
m

(Mk
0M

i
1ζ +Mk

1M
i
0ζ −M i

0M
k
1ζ −M i

1M
k
0ζ)−

σ1
m

(Mk
0M

i
0ζ −M i

0M
k
0ζ), (1.64e)

−Mk
1ζ =M j

0H
i
0 −M i

0H
j
0 + α0(M

j
0M2ζζ +M j

1M
i
1ζζ −M j

2M
i
0ζζ

−M i
0M

j
2ζζ +M i

1M
j
1ζζ) + α1(M

i
1M

k
0ζζ +M i

0M
k
1ζζ

−Mk
1M

i
0ζζ −Mk

0M
i
1ζζ) + α2(M

i
0M

k
0ζζ −Mk

0M
i
0ζζ)

−σ0
m

(M i
0M

j
1ζ +M i

1M
j
0ζ −M i

0M
i
1ζ −M j

1M
i
0ζ)−

σ1
m

(M i
0M

j
0ζ −M j

0M
i
0ζ), (1.64f)

we obtain at the order zero in ǫ from equation (1.64), (1.64) and (1.64) M i
1ζ =M j

0H
k
0 ,

M j
1 = 0 and Mk

1 = 0.
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At the order ǫ1 we have

(H i
3 +M i

3)ζζ − 2(H i
1 +M i

1)ζτ = 0 ⇒ H i
3 = −M i

3, (1.65a)

(Hj
3 +M j

3 )ζζ − 2(Hj
1 +M j

1 )ζτ = Hj
3ζζ ⇒M j

3ζ = 2(Hj
1 +M j

1 )τ , (1.65b)

(Hk
3 +Mk

3 )ζζ − 2(Hk
1 +Mk

1 )ζτ = Hk
3ζζ ⇒Mk

3ζ = 2(Hk
1 +Mk

1 )τ , (1.65c)

−M i
2ζ +M i

0τ =Mk
0H

j
1 +Mk

1H
j
0 −M j

0H
k
1 −M j

1H
k
0 + β0(M

k
0M

j
1 +Mk

1M
j
0 )

+β1M
k
0M

j
0 + α0(M

k
1M

j
2ζζ +Mk

2M
j
1ζζ +Mk

3M
j
0ζζ +Mk

0M
j
3ζζ −M j

1M
k
2ζζ

M j
2M

k
1ζζ −M j

3M
k
0ζζ −M j

0M
k
3ζζ) + α1(M

k
2M

j
0ζζ +Mk

1M
j
1ζζ

+Mk
0M

j
2ζζ −M j

2M
k
0ζζ −M j

1M
k
1ζζ −M j

0M
k
0ζζ) + α2(M

k
0M

j
1ζζ

+Mk
1M

j
0ζζ −M j

0M
k
1ζζ −M j

2M
k
0ζζ) + α3(M

k
0M

j
0ζζ −M j

0M
k
0ζζ

−σ0
m

(M j
0M

k
2ζ +M j

1M
k
1ζ +M j

2M
k
0ζ −Mk

0M
j
2ζ −Mk

1M
j
1ζ −Mk

2M
j
0ζ)

−σ1
m

(M j
1M

k
0ζ +M j

0M
k
1ζ −Mk

1M
j
0ζ −Mk

0M
j
1ζ)−

α2

m
(M j

0M
k
0ζ −Mk

0M
j
0ζ), (1.65d)

−M j
2ζ +M j

0τ =M i
0H

k
1 +M i

1H
k
0 −Mk

0H
i
1 −Mk

1H
i
0 − β0(M

k
0M

i
1 +Mk

1M
j
0 )

−β1Mk
0M

i
0 + α0(M

i
1M

k
2ζζ +M i

2M
k
1ζζ +M i

3M
k
0ζζ +M i

0M
k
3ζζ −Mk

1M
i
2ζζ

−Mk
2M

i
1ζζ −Mk

3M
i
0ζζ −Mk

0M
i
3ζζ) + α1(M

i
2M

k
0ζζ +M i

1M
k
1ζζ)

+M i
0M

k
2ζζ −Mk

2M
iM i

0ζζ −Mk
1M

i
1ζζ +Mk

0M
i
2ζζ) + α2(M

i
0M

k
1ζζ

+M i
1M

k
0ζζ −Mk

0M
i
1ζζ −Mk

1M
i
0ζζ) + α3(M

i
0M

k
0ζζ −Mk

0M
i
0ζζ −M i

2M
k
0ζ +M i

0M
k
0τ )

−σ0
m

(Mk
0M

i
2ζ +Mk

1M
i
1ζ +Mk

2M
i
0ζ −Mk

0M
i
0τ −M i

0M
k
2ζ −M i

1M
k
1ζ

−σ1
m

(Mk
1M

i
0ζ +Mk

0M
i
1ζ +M i

1M
k
0ζ −M i

0M
k
0ζ)−

σ2
m

(Mk
0M

i
0ζ −M i

0M
k
0ζ), (1.65e)

−Mk
2ζ +Mk

0τ =M j
0H

i
1 +M j

1H
i
0 −M i

0H
j
1 −M i

1H
j
0 + α0(M

j
1M

i
2ζζ

+M j
2M

i
1ζζ +M j

3M
i
0ζζ +M j

0M
i
3ζζ −M i

1M
j
2ζζ −M i

2M
j
1ζζ −M i

3M
j
0ζζ −M i

0M
j
3ζζ)

+α1(M
j
2M

i
0ζζ +M j

0M
i
2ζζ −M i

2M
j
0ζζ −M i

0M
j
2ζζ) + α2(M

j
0M

i
1ζζ

+M j
1M

i
0ζζ −M i

0M
j
1ζζ −M i

1M
j
0ζζ) + α3(M

j
0M

i
0ζζ −M i

0M
j
0ζζ)

−σ0
m

(M i
0M

j
2ζ +M i

1M
j
1ζ +M i

2M
j
0ζ −M j

0M
k
0τ −M j

0M
i
2ζ −M j

1M
i
1ζ

−M j
2M

i
0ζ +Mk

0M
i
0τ )−

σ1
m

(M i
1M

j
0ζ +M i

0M
j
1ζ −M j

1M
i
0ζ

−M j
0M

i
1ζ)−

σ2
m

(M i
0M

j
0ζ −M j

0M
i
0ζ). (1.65f)

However, it must be noted that from the linear relations in (1.14) we get M i
0 = 0 and
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then H i
0 = 0. By collecting terms at the next order ǫ1, we obtain

M i
2ζ = mHk

1 , (1.66a)

M j
2ζ = −M i

1H
k
0 , (1.66b)

Mk
2ζ = M i

1H
j
0 −m(H i

1 + α2M
i
1ζζ) + σ1M

i
1ζ . (1.66c)

Equation (1.64) enable us to have M i
1ζ = mHk

0 from which we have Hk
0 = 1

m
M i

1ζ . In

the same time equation (1.66) enable us to have M j
2ζ = −M i

1H
k
0 what leads to M j

2ζ =

− 1
m
M i

1ζM
i
1 which become, considering equation (1.64b) the following relations

−
(M i

1M
i
1ζ)ζ

m
= 2Hj

0ζτ , (1.67a)

2M i
1ζτ

m
= (Hj

0 +m)M i
1 − α2mM

i
1ζζ + σ1M

i
1ζ . (1.67b)

This system is a nonlinear one describing the evolution of the first nontrivial terms in

expansion of M and H, no matter the second term of expansion of the magnetization

M has been used. For deeply investigating equation (1.67), let us consider the new

independent variables X and T such as

∂

∂ζ
= −m

2

∂

∂X
, (1.68a)

∂

∂τ
=

m

2

∂

∂T
, (1.68b)

then we have






−(M i
1
M i

1X
)X

4m2 =
H

j
0XT

m
,

M i
1XT

2m
= −(1 +

H
j
0

m
)
M i

1

2m
+ α2m

2

4

M i
1XX

2m
− σ1

2

M i
1X

2m
.

(1.69)

If we consider B =
M i

1

2m
, A = −(1+

H
j
0

m
) = CX , ̺ =

α2m
2

4
, s = −σ1

2
, equation (1.69) becomes







BXT = BCX + ̺BXX − sBX ,

CXT = −BBX ,
(1.70)

where B = B(X, T ) and C = C(X, T ) stand for the magnetization and the external

magnetic fields , respectively. X and T represent the space-like and time-like variable,

respectively, while the parameters s and ̺ are denoting the damping and inhomogeneous

effects respectively. Kraenkel et al. investigated the propagation of short-wave in satu-

rated ferromagnetic materials from Maxwell equations with the Landau-Lifshitz equation
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(1.14), and derived the nonlinear system (1.42) [25]. The nonlinear system (1.70) was

derided very recently, constructed by Nguepjouo et al.. The nonlinear wave dynamics

described by this model have attracted special attention because it possesses interesting

exact solutions of soliton-type.

Conclusion

We have presented in this chapter the generality on the magnetic materials and on the

ferrites in particular. We have classified the materials according to their magnetic state in

presence of applied magnetic field and their intrinsic characteristic such a susceptibility.

We dwell too long on ferrites, by giving its characteristics as well as its technological,

industrial and economic importance. We have also presented the non-linear integrable

differential equation of KMM without damping and inhomogeneous exchange describing

the propagation of wave in ferrites which already was the subject of many work and as

well the KMM-system including the damping and inhomogeneous exchange effects which

is the model whose we study in the remainder of our work. Our main goal being to show

the damping and inhomogeneous exchange effects on the wave propagating in ferrites, it

is important to propose some methods allowing to achieve this goal which will be covered

in the next chapter.
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Chapter 2

Methodology of Investigations

Introduction

Propagation of wave in nonlinear media appears to be one of the most famous topic

that has attracted attention of number of researchers [61–65]. Such a topic has been

applied in a wide variety of media including water [66–69], optical fibers [16, 18, 70–72],

magnetic insulators [25,26,29,30], just to name these ones. Investigations of propagation

of wave in the previously mentioned media often concern experimental observations and

theoretical descriptions. Concerning theoretical descriptions, it appears as an important

part of investigations that often come after an experimental observation and, when theo-

retical explanation is well carried out to generate nonlinear evolution system to model the

phenomenon observed, it is possible to predict theoretically the behavior of the wave in

the medium of interest under some new hypothesis before returning in laboratories to ver-

ify if the theoretical hypothesis are confirmed experimentally. Such an inter-dependence

between experiment and theoretical investigation make it clear the importance of both in

looking for more innovative technological devices. As far as we are concerned throughout

this thesis with the propagation of short wave in ferrites, the nonlinear system, derived

in Ref. [25] has been investigated intensively under some tractable methods including Hi-

rota’s bilinearization [30, 73], inverse scattering transform method [18, 29, 65] and some

expansion functions [74–77]. Beside this system, known in the literature as the KMM

system [27], a new nonlinear system has been derived in Ref. [30] that takes into account
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damping effects. Influence of this damping effect has been investigated under the initial

value problem and, as a result, it appeared that for non-zero damping, energy of the

wave decreases. Going further in investigating propagation of short waves in real ferrites,

the previously mentioned system that takes into account damping, has been subjected

to amelioration while taking into account not only the damping effects, but also the in-

homogeneous exchange effects in Ref. [33]. At fixed value of the inhomogeneous term,

initial value problem of the new system has been investigated and, as a result, it appeared

that energy decreases as wave evolves. In Ref. [34] soliton solutions of the inhomoge-

neous system have been constructed along with associated energy densities. By fixing

the value of the parameter characterizing inhomogeneous exchange effects, it influence

on the parameters of the propagating wave in ferrites subjected to this phenomenon is

not clear. Such a question then constitutes the main aim of our investigations. In this

chapter, we present some important method used within the investigation of damping and

inhomogeneous exchange effects on the wave propagation in ferrites. Therefore we present

the Wahlquist and Estabrook formalism while investigating the prolongation structure of

(1 + 1)-dimensional evolution equation which must lead to the Lax Pair. We illustrate

this method by applying it to the Schäfer Wayne system. We pursue by exposing the in-

verse scattering transform method and also Jacobi elliptic function expansion method. In

order to complete our analysis, we perform a numerical simulation using finite difference

scheme.

2.1 Prolongation structure analysis

The determination of symmetries of nonlinear evolution systems is actually an im-

portant and challenging problem to tackle owing to their miscellaneous physical impli-

cations [78]. In fact, there are many ways and approaches for finding symmetries of

differential equations. For instance, Harrison and Estabrook [78] found a method using

differential forms and Cartan formulation of differential systems while investigating the

Maxwell’s equations. It is however true that a fundamental understanding of the interre-

lationships between the various sorts of symmetries associated to evolution systems is still

in the process of being developed. Among the very important investigations of the subject
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using many tractable methods to search for solutions to nonlinear evolution equations,

and their properties, Estabrook and Wahlquist [1] carried out and important tool in the

determination of symmetries using algebras known as "prolongation structure".

Nowadays, many researchers have developed the prolongation structure methodolo-

gies of Wahlquist and Estabrook [1]. As examples, Hermann [49] interpreted prolongation

structure as a connection, Dodd and Fordy [80] studied prolongation structure of quasi-

polynomial and complex quasi-polynomial evolution equations and provided a method for

obtaining the matrix representations of the Lie algebra, Morris [81, 82] applied prolon-

gation structure to nonlinear evolution equations in (2 + 1) and (3 + 1)-dimensions for

the first time, Guo, Ke Wu, Hsiang and Wang [83, 84] proposed a covariant geometry

theory for prolongation structure method, Ji-Peng et al. [85] proposed a fermionic covari-

ant prolongation structure theory for supernonlinear evolution equation, Deconinck [86]

applied prolongation structure method to semi-discrete systems for the first time. They

applied this method to series of nonlinear differential equations [87,88] and obtained their

Lax-pairs, which undoubtedly plays an important role in the construction of Bäcklund

transformation, soliton solutions related to the nonlinear differential equations. In this

work, we assume that a system of equations is said to be integrable if it admits Lax-pair.

In this section, we describe the Wahlquist-Estabrook approach, originally formulated

in the framework of differential forms and Cartan’s exterior differential system which

attempts to construct a linear spectral problem associated with the nonlinear evolution

equation under consideration. We investigate this method firstly by giving some important

definitions.

Let M be a manifold. A collection of differential forms on M is said to be an ideal,

denoted by I, if the following conditions are satisfied:

For α1 and α2 ∈ I, φ1α1 + φ2α2 ∈ I, where φ1 and φ2 are functions on M.

For α ∈ I and η any arbitrary form, α∧ η ∈ I, where ∧ denotes the exterior product

(antisymmetric tensor product).

For any α ∈ I, dα ∈ I. This is the closure condition and is necessary for closed

ideals. In the literature, closed ideals are called differential ideals. An exterior differential

system is a pair (M, I), where M is a manifold and I is a differential ideal. Usually it is

a differential P -forms Ω, then the pair (I, Ω) is called an exterior differential system with
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an independence condition. Here P denotes number of independent variables.

An integral manifold of the system I is a pair (M, f), where M is a sub manifold of M

and f : M −→ M is a differential mapping such that f ∗(α) = 0, for all α ∈ I, for which

f ∗ is the pull-back map. The terms integral sub manifold or solution manifold are also use

for integral manifolds. An integral manifold of I with the addition condition f ∗(Ω) 6= 0,

satisfied. Note that, while for an exterior differential system, we do not specify any

independent variables, we choose independent variables for exterior differential systems

with an independence condition.

In order to represent a partial differential equation as a system of forms, firstly set

new variable, which can be used to write the differential equation as a set of first order

differential equation. Next, M is described to be a manifold, the local coordinates of which

consist of all independent and dependent variables in the partial differential equation and

auxiliary variables introduced in the previous step. By taking the exterior derivative of

these coordinates, the basis forms can be adopted in order to define the forms αi on M.

These forms generate a differential ideal. Then it is required that any integral manifold

M, which consists of independent variables, annuls this set of forms and restriction of

initial set of forms αi on M to M gives us the partial differential equation from which we

started, that is, the solution manifold gives our partial differential equation in the form

of exterior differential equations. It is seen that, if f ∗(αi) = 0, then for any ηi on M, we

have

f ∗(
∑

i

ηi ∧ αi) = 0 and f ∗(dαi) = 0. (2.1)

Hence, any form in I generate by αi vanishes when restricted to the solution manifold M.

Therefore, it is the whole ideal I generated by αi that represents the partial differential

equation [89].

It is possible to construct different exterior systems which generate the same ideal.

Two exterior system, αi and α
′

i, can be considered as algebraically equivalent if they

generate the same ideal [89]. Obviously, algebraically equivalent systems have the same

solutions since they represent the same partial differential equation.

To assert complete equivalence between the forms and the differential equation, we

require that the set of forms must be closed. This requirement is necessary since on a

solution manifold, if we have f ∗(αi) = 0 which gives back the differential equation, we must
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also have d(f ∗(αi)) = f ∗(dαi) = 0 (since the pull-back map and the exterior derivative

commute) and the equation f ∗(dαi) = 0 cannot impose any additional conditions. Hence,

we need to have dαi ∈ I which implies that the exterior derivatives for all the forms must

be contained in the ring of forms generated by the set

dαi =
∑

j=1

ηij ∧ αj , (2.2)

where the summation runs from 1 to the number of forms in the initial set and ηij is

some set of 1-forms. This condition also says that, all the integrability conditions of the

first-order partial differential equations, which we found at the beginning by defining new

variables, are satisfied.

Another idea in Wahlquist-Estabrook prolongation structure method is to search for

the existence of 1-forms. The motivation comes from the existence of conservation laws,

which describe quantities that remain invariant during the evolution of partial differential

equation. It is well known that, integrable nonlinear evolution equations possess an infinite

set of conservation laws [90,91]. Thus it is natural to expect the existence various 1-forms

which lead to conservation laws. Any differential equation in the form precisely those

equations of evolution type which contain two independent variables x and t can be

written as

Uγ
t = Uγ

nx −Kγ(Uβ , Uβ
x , . . . , U

β

(n−1)x), (2.3)

where K is an arbitrary function depending on Uβ and x-derivatives of Uβ . Clearly, the

KdV equation is in this form. Equation (2.3) has local conservation laws of the form:

∂fk

∂t
+
∂gk

∂x
= 0, k = 1, 2, . . . , (2.4)

where fk and gk are local expressions depending on the jet variables. In fact, they depend

on the independent variables, dependent variables and the x-derivatives of the dependent

variables since the t-derivatives of the dependent variables can be eliminated by using

equation (2.3).

One of the important properties of these conservation laws is that, they lead to con-

served quantities with appropriate boundary conditions. For example integrating equation

(2.4) with respect to x we get

d

dt

∫ XB

XA

fkdx+ [gk]XB

XA
= 0. (2.5)
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Under asymptotic boundary conditions in which the dependent variables are rapidly van-

ishing as x −→ ±∞, the term [gk]XB

XA
vanishes. Hence, equation (2.4) gives rise to the

constant of motion
∫ XB

XA
fkdx. In fact, these conserved quantities can only be defined up

to exact x-derivatives since equation (refEq2.4) is invariant under the following transfor-

mation

fk −→ fk + Λk
x, gk −→ gk + Λk

t . (2.6)

Another property of conservation laws is their close relation with potential function. A

function φ of dependent and independent variables is called a potential function if it is

a constant when the differential equation is satisfied. Thus cross derivative integrability

condition implies that every conservation law of the form gives by equation (2.4) defines

a potential function φk, where

∂φk

∂t
= gk,

∂φk

∂x
= −fk, (2.7)

such as

dφk = −fkdx+ gkdt, (2.8)

is an exact differential equation. In the language of differential forms, the above discussion

about conservation laws corresponds to the existence of 2-forms contained in the ring of

the αi that generate the closed ideals. Therefore, we can find 2-forms

βk =
∑

i=1

hki αi, (2.9)

satisfying dβk = 0, the condition for exactness. In equation (2.9), hki are arbitrary func-

tions of jet variables and the summation runs from 1 to the number of forms in the initial

set that generates the ideal. In fact, dβk = 0 can be considered as the integrability

condition for the existence of 1-forms, say wk, such that

βk = dwk. (2.10)

Since the double exterior derivative of any differential form vanishes, equation (2.10)

conversely implies that dβk = 0. For each exact 2- form dwk, the associated conservation

law is obtained by using Stoke’s theorem
∮

∂M1

wk =

∫

M1

dwk, (2.11)
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where M1 is any two-dimensional manifold and ∂M1 is its closed one-dimensional bound-

ary. If M1 is chosen to be the solution manifold, on which the restricted exact 2-form

dwk are annulled, then, equation (2.11) gives the conservation laws for wk. In general the

1-forms wk can be taken in the form of equation (2.8)

wk = F kdx+Gkdt. (2.12)

Consider the Korteweg-de Vries equation given by:

ut + uxxx + 12uux = 0. (2.13)

It has an infinite set of local conservation laws [1] all of which are in the form of equation

(2.4). Actually, the KdV equation itself can be written as one of those conservation laws,

ut + (p+ 6u2)x = 0, (2.14)

from which we can deduce its simple potential,

φx = −u, φt = 6u2 + p. (2.15)

Now, in accordance with equation (2.14), take the 1-form w as

w = udx− (p+ 6u2)dt. (2.16)

The exterior derivative of w,

dw = β = −α3 − 12α1, (2.17)

shows that the 2-form β is in the ring of original set of form αi and the exterior derivative

of β,

dβ = −dα3 − 12du ∧ α1 − 12udα1, (2.18)

vanishes identically.

As we are motivated by the conservation laws, the core idea in the method is the

prolongation of the ideal I generated by αi. The prolongation process can be summarized

as follows.
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Consider a differential ideal I on a manifold M and a differential ideal I
′

on a manifold

M
′

with a projection map,

π : M
′ −→ M, (2.19)

such that I
′

is constructed by lifting the generator αi of I to M
′

and by adding new

generator wk. In fact, this is equivalent to saying that I
′

is generated by the set (π∗αi, w
k).

Since I is constructed from a differential equation with two independent variables, the set

of forms wk in this case is a set of 1-form in the form of equation (2.12). In order to have

all the integrability conditions satisfying I
′

, (π∗αi, w
k) is also required to be closed [1].

However, since I
′

is constructed from I which is known to be closed, it is enough to require

that dwk be in I
′

. Furthermore, we have the freedom to add any exact set of 1-forms to

wk, say dyk, where yk are arbitrary scalar function since they do not change the closure

relation. Thus, the manifold M is enlarged to a fibre bundle M
′

= M×Y where Y ⊂ R
m,

by adding the coordinates yk, k = 1, . . . , m. Hence, prolongation structure of an ideal I

can be done in two different ways [93]. In the first way requiring the equation:

wk = dyk + F kdx+Gkdt. (2.20)

To be in the ring of the initial set of forms, that is using

dwk =
n
∑

i=1

hki αi, (2.21)

where hki are arbitrary functions and n is the number of forms αi, one may search w and a

prolongation variable y. If there exists one, it is possible to add that w to αi and prolong

the ideal I. Then one may think that F k and Gk depend on y as well as the other variables

upon which they depend before, and search for new y. However, this time the closure

relation becomes

dwk =
n
∑

i=1

hki αi + ηk ∧ w, (2.22)

where ηk is some 1-form. This is the closure relation for the first prolonged ideal. If one

is successful in finding new w, it may be possible to continue to prolong the ideal further.

On the other hand, in the second way, it is possible to think from the beginning that F k

and Gk in equation (2.20) depend on all the prolongation variables yk as well as the other
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variables upon which they depend before. In this case, to search for new w, one has to

modify the closure relation equation (2.21) to be

dwk −
n
∑

i=1

hki αi −
m
∑

i=1

ηki ∧ wi = 0, (2.23)

where m is the number of prolongation variables and ηki is some set of 1-forms. Then,

this equation can be used, just as equation (2.21), to find some set of partial differential

equations for F k and Gk, but this time there exist some nonlinear terms in these equations

such as

∑

i

(Gi∂F
k

∂yi
− F i∂G

k

∂yi
)dx ∧ dt. (2.24)

We note an important consequence of the existence of two different ways for pro-

longing the ideal. In equation (2.15) and Eq.(2.16) what we call potential is indeed the

prolongation variable y. Actually, the prolongation variable yk appearing in the first way

of prolonging the ideal are similar to the potential defined in equation (2.15) since the

function F k and Gk do not depend on the newest prolongation variable yk. Thus it is

also natural to refer to these variables as potentials. In fact, the term potential denotes

an integral variable which can be defined by quadrature. However, this is not always

the case. We see that in the second way of prolonging the ideal we may have 1-forms

wk in which F k and Gk depend on all of the prolongation variables. In this case, we

call those prolongation variables pseudo potentials. They denote integral variables which

cannot be defined by quadrature, but those that can only be defined by an integrable set

of first-order differential equations. The nonlinear terms in Eq.(2.24) are clearly essential

for these variables and pseudo potentials cannot be found by using the first way in which

we have only the linear equations.

Till now we have discussed the basic ideas in order to construct the Wahlquist-

Estabrook prolongation structure method. Indeed most of the discussion above constitute

some of the basic steps in the method. Now, we give a brief description of the method in

the form of recipe.

Suppose we are given a nonlinear differential equation. The first step in the Wahlquist-

Estabrook prolongation method may be thought of as the representation of this differential

equation as a differential ideal. For this purpose, the original differential equation is
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written as a system of first-order equations by defining new variables. Then, this set of

first order equations is represented as differential forms. Even in this first step of the

representation of the differential equation as differential forms for an arbitrary equation,

there may be some problems, but since we are dealing with only equations in the forms

of Eq.(2.3), no such problem occur.

The second step is the extension of this ideal adding a system of 1-forms wk, which

depend upon the jet variables used in the construction of the differential forms and some

new variables yk, termed prolongation variables. The prolongation of the ideal is done by

using the second way discussed above. The requirement that the prolonged ideal must be

close under exterior differential gives some set of differential equation for F k and Gk.We

have some nonlinear terms in these equations. Fortunately, all of these nonlinear terms

have always some commutator like structure in Eq.(2.24) and are like always solvable. The

major part of the job in this step is to integrate these equations to find the dependence of

F k and Gk on the jet variables and yk. Since the set of equations for F k and Gk are over

determined, some constraints on the constants of integration naturally arise. Due to the

fact that the nonlinear terms are always in a commutator like structure, these constraints

are in the form of commutation relations between a set of vectors, Xi, depending only on

the prolongation variables yk. It can be said that the integration constants, Xi, generate

a free Lie algebra with constraints. Actually, for the equations in the forms of Eq.(2.3),

the constants of integration of F k generate the free Lie algebra and the constants of

integration of Gk are elements of this free Lie algebra [92, 94]. Since the constraints

are not strong enough for obtaining all the commutation relations, in general this Lie

algebra is incomplete and possibly infinite-dimension in the fact implies the existence of

infinite number of possible prolongation variables and associated conservation laws. Thus

the next step in the Wahlquist-Estabrook prolongation method is to close this algebra

that is to find the finite-dimensional algebra consistent with the commutation relation.

Unfortunately, there is no general rule to attain this process. However, a strategy can be

formed by help of the general theory of Lie algebras.

The last step can be considered as finding a representation for the resulting finite-

dimensional Lie algebra. In order to obtain a linear scattering problem a linear represen-

tation must be found.
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On a solution manifold M, all of the generators of the prolonged ideal I
′

are annihi-

lated. Thus the new wk in Eq.(2.20), which are also generators of I
′

, are annihilated to

give

dyk = −F kdx−Gkdt. (2.25)

Hence

ykx = −F k and ykt = −Gk. (2.26)

Now, without loss of generality, F k and Gk can be assumed to be linear in yk. Thus, when

we write y = (y1, y2, . . .)T and F and G for the matrices F k
j and Gk

j where

F k = F k
j y

j and Gk = Gk
jy

j, (2.27)

the linear scattering problem is achieved

yx = −Fy, yt = −Gy. (2.28)

To make these points clear, we give some example.

2.2 Prolongation structure of Schäfer-Wayne equation

Very recently, Schäfer and Wayne [5] derived an equation, an alternative model equa-

tion to the nonlinear Schrödinger equation which have the advantage to better approx-

imate the solution of Maxwell’s equation than the nonlinear Schrödinger equation as

shown by Chung et al. [95]. This equation is often named "Schäfer-Wayne short-pulse

equation". In the literature, many names are attributed to this equation such as "few

cycle equation", "video-pulse equation", "extremely short-pulse equation", just to name

a few [96]. It is important to remind that this equation appeared earlier as a Rabelo’s

system [97] possessing a zero curvature representation with a parameter. Schäfer and

Wayne [5] studied the propagation of linearly polarized light in one-dimensional medium

satisfying the Maxwell’s equation. During their investigation, they state that since the

medium response to an electric field is not instantaneous, the polarization is a non-local

function of the electric field, and should be splitted into linear and nonlinear parts re-

spectively. By considering the propagation of light in infrared range, they found for the
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Fourier transform of the linear susceptibility a good approximation. Then, they proposed

the Fourier transform of the linear part of the Maxwell’s equation. For the nonlinear part

of the Maxwell equation, they made an assumption that the contribution of instantaneous

nonlinear term is dominant and they set therefore that the nonlinear susceptibility is a

constant value. Combining the nonlinear counterpart of the polarization with the previ-

ously mentioned linear part of the Maxwell’s equation, they obtained another equation by

means of multiple scale method. And, introducing some suitable variable changes, they

found

Pxt = P + (P 3)xx/6, (2.29)

where subscripts denote partial derivatives. It is on this equation that we will pay par-

ticular attention in this section. Other form of equation (2.29) is given as follows which

describe the propagation of waves in anharmonic system

pξτ −
3

2
β(p2pξ)ξ − γp = 0. (2.30)

in differential forms, we define the variable u = pξ where upon equation (2.30) can be

written as the first order equation

uτ − (3βp2uξ)/2− (3βu2 + γ)p = 0, (2.31)

where subscripts denote partial derivatives. In the four-dimensional space of all these

dependent and independent variables {ξ, τ, p, u}, we adopt the basic forms {dξ, dτ, dp, du}.
Following the previous consideration, the relating second-rank differential forms associated

to equation (2.30) are expressed by

α1 = dp ∧ dτ − udξ ∧ dτ, (2.32a)

α2 = du ∧ dξ + (3β/2)p2du ∧ dt + (3βu2 + γ)pdξ ∧ dτ, (2.32b)

where letter ”d” denotes the exterior derivatives and "∧" denotes the exterior product

[22, 98]. Any regular two-dimensional solution in the space S2 = {ξ, τ, p, u}, satisfying

equation (2.29) will annul this set of forms, that is sectioning the forms into the solution

manifold [99–101]. Also it is easy to show that

dα1 = dτ ∧ α2, (2.33a)

dα2 = −[3βpdu+ (3βu2 + γ)dξ] ∧ α1 + 3βupdτ ∧ α2, (2.33b)
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which implies that the exterior derivatives of the above forms are contained in the ring of

forms generated by the set {α1, α2}. Thus, equation (2.32) constitutes a closed ideal of

differential forms and Cartan’s theory [99–101] of such system can be applied.

Let I be the differential ideal generated by α1 and α2 in such a way that any two

dimensional integral manifold of I on which dξ ∧ dτ is nonzero determine a solution to

equation (1.30). By introducing a one-dimensional space denoted Y and parameterized

by a single variable ξ, we define a vector bundle E = S2 × Y over S2, where Y is a fiber

on which a symmetry group acts [102]. A connection [102] for this fiber bundle is then

determined by a one-differential form Ω on E expressed as follows

Ω = dζ + F(ζ, τ, p, u)dξ +G(ζ, τ, p, u)dτ, (2.34)

where the quantities F and G stand for arbitrary functions defined on F.

According to the Wahlquist-Estabrook method [1], the connection Ω being a pseudo-

conservation law for the system (2.29), it is required that dΩ lies in the exterior ideal

generated by I and Ω. Therefore, F and G should satisfy

FP = 0, (2.35a)

[F,G] = uGp − Fu(3βu
2 + γ)p. (2.35b)

Solving the system (2.35), yields

F = X1 + uX2, (2.36a)

G =
3

2
βp2uX2 +

1

2
X4p

2 +X3p+X5, (2.36b)

where the functions Xi (i = 1, ..., 5) depending on the single variable ξ satisfy

[X1, X4] = 0, [X2, X3] = X4, (2.37a)

[X1, X5] = 0, [X2, X4] = 3β [X2, X1] , (2.37b)

[X1, X2] = − 1

3β
[X2, X4] , [X2, X5] = X3, (2.37c)

[X1, X3] = −γX2. (2.37d)

As it is observed, the above algebra is not completed. Nonetheless, by trying arbitrarily

the choice X4 = X1 and X5 = νX1, a simple completeness of the previous Lie-algebra is

given by
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[X1, X2] = −X3/ν, (2.38a)

[X1, X3] = −γX2, (2.38b)

[X2, X3] = 3βX1, (2.38c)

ν being a nonzero arbitrary parameter. The system (2.38) constitutes a well-defined Lie-

algebra. Now, let us discuss the different solutions to equation (2.38) from the viewpoint

of some structural symmetries.

2.3 Hidden structural symmetries

2.3.1 The special linear symmetry SL(2,R)

We know that the general representation of SL(2,R)-symmetry obeys the following

Lie-bracket

[Y0, Y1] = Y1, (2.39a)

[Y0, Y−1] = −Y−1, (2.39b)

[Y1, Y1] = −2Y0, (2.39c)

which exhibit a one-dimensional representation

Y0 = Y
∂

∂Y
, (2.40a)

Y1 = Y 2 ∂

∂Y
, (2.40b)

Y−1 = − ∂

∂Y
. (2.40c)

Using the complete Lie-algebra system (2.38), we can define the SL(2,R)-symmetry which

has the following representation

X1 = dζb, (2.41a)

X2 = e(ζ2 + 3βd2/4γe2)b, (2.41b)

X3 = −eγ(ζ2 + 3βd2/4γe2)b/d, (2.41c)
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with the vector field b = ∂ξ. We note that d, e, γ and β are constants, the relations (2.35)

become

F = 3βd2u/4γe+ ueζ2, (2.42a)

G = 3βd(3βd/2γ − 1)/4e+ (3βp2u/2− γp/d)eζ2 + (pd/2 + νd). (2.42b)

The one form Ω is then written as follows

Ω = dζ + (3βd2u/4γe+ ueζ2)dξ

+[3βd2(3βd/2γ − 1)/4e+ (3βp2u/2− γp/d)eζ2 + (p/2 + ν)dζ ]dτ, (2.43)

By restricting equation (2.35) on the solution manifold, we obtain

ζξ = −(3βd2u/4γe+ ueζ2)ζ, (2.44a)

ζτ = −[3βd2(3βd/2γ − 1)/4e+ (3βp2u/2− γp/d)eζ2 + (p/2 + ν)dζ ]ζ, (2.44b)

which constitutes the Lax-representation of equation (2.30). When the vector field b = ∂ξ

and γ = νd2 , we obtain a SL(2,R)-symmetry with two-dimensional representation of Xi

given by

X1 = −dσ3/2, (2.45a)

X2 = −e(1 + 3βd2/4γe2)σ1/2 + ıe(1− 3βd2/4γe2)σ2/2, (2.45b)

X3 = γe(1 − 3βd2/4γe2)σ1/2d− ıeγ(1 + 3βd2/4γe2)σ2/2d. (2.45c)

We introduce the above new generators in equation (2.35). Considering X4 = X1 and

X5 = νX1, we obtain the matrix representation below

F = −eu(1 + 3βd2/4γe2)σ1/2 + ıeu(1− 3βd2/4γe2)σ2/2− dσ3/2, (2.46a)

G = {−3βp2eu(1 + 3βd2/4γe2)/4 + eγp(1− 3βd2/4γe2)/2d}σ1

+ı{3βp2eu(1− 3βd2/4γe2)/4− eγp(1 + 3βd2/4γe2)/2d}σ2

−(γ/d2 + 3βp2/2)dσ3/2. (2.46b)

We note that the symbols σi(i=1, 2, 3) stand for Pauli matrices. Besides, we assume that

d = −2iλ and e = λ in the case 1 + 3βd2/4γe2 = 0, with 3β/γ = 1. We obtain the

following Lax-representation of the previous system

ζξ = ıλ(uσ2 + σ3)ζ, (2.47a)

ζτ = ıγ[pσ1 + λp2uσ2 + (λp2 − 1/2λ)σ3]ζ/2. (2.47b)
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This relations denote that our system (2.30) has multi-valued soliton solution

2.3.2 The special unitary symmetry SU(2)

It is known that, the general representation of SU(2)-symmetry are the following

Y1 = −σ1/2, (2.48a)

Y2 = −σ2/2, (2.48b)

Y3 = −σ3/2, (2.48c)

satisfying the commutation relation

[Y1, Y2] = Y3, (2.49a)

[Y2, Y3] = Y1, (2.49b)

[Y3, Y1] = Y2. (2.49c)

Besides, by selecting

X1 = −ıµ1σ3/2, (2.50a)

X2 = ıµ1

√

3β/γσ2/2, (2.50b)

X3 = −ı
√

3βγσ1, (2.50c)

the generator Xi i=(1, 2, 3) satisfies the commutation relation of SU(2)-symmetry where

νµ2
1 = −γ and µ1 is and arbitrary parameter. We use the above generators to write the

matrix representation below

F = −ıµ1σ3/2 + ıµ1u
√

3β/γσ2/2, (2.51a)

G = −ıp
√

3βγσ1/2 + ı3βµ1up
2
√

3β/γσ2/4 + ıµ1(γ/µ
2 − 3βp2/2)σ3/2, (2.51b)

which is the general form of Wadati-Konno-Ichikawa eigenvalue problem [103]. We assume

that −µ1/2 = λ and 3β/γ = 1. Then, the expression of matrix representation becomes

F = −ıλuσ2 + ıλσ3, (2.52a)

G = −ıγ[pσ1 + λup2σ2 + (1/2λ− λp2)σ2]/2, (2.52b)
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from which we derive the Lax-representation

ζξ = ıλ(uσ2 + σ3)ζ, (2.53a)

ζτ = ıγ[pσ1 + λp2uσ2 + (λp2 − 1/2λ)σ3]ζ/2, (2.53b)

which constitutes a variant form of Wadati-Konno-Ichikawa eigenvalue problem corre-

sponding to the SU(2)-symmetry.

2.3.3 The special unitary symmetry SU(1, 1)

Now, we find a solution to equation (2.29) in the form

X1 = δσ3/2, (2.54a)

X2 = δ
√

3β/γ(σ1 coshϕ− ıσ2 sinhϕ)/2, (2.54b)

X3 =
√

3β/γ(σ1 sinhϕ− ıσ2 coshϕ)/2, (2.54c)

where γ = νδ2 and ϕ are the arbitrary nonzero parameters. The pseudo-conservation laws

to equation (2.29) can then be written as

Ω = dζ + [−((
√

3βγ/2) coshϕ)uσ1 + ı(
√

3βγ coshϕ)uσ2/2 + δσ3]dξ

+[−((3βp2δτ
√

3β/γ/4) coshϕ+ ((p
√

3βγ)/2) sinhϕ)σ1

+ı((3βγ
√

3β/γp2u sinhϕ)/2 + p
√

3βγ coshϕ)σ2/2

+(3β/2 + γ/δ2)δσ3/2]dτ. (2.55)

Sectioning the form Ω into a solution manifold of the original, we have the following

Lax-pairs

ζξ = [(
√

3βγuσ1/2) coshϕ− ı(
√

3βγuσ2/2) coshϕ− δσ3]ζ, (2.56a)

ζτ = [(
3

4
βp2δu

√

3β/γ coshϕ+
p

2

√

3βγ sinhϕ)σ1 − ı(
3

2
βδ
√

3β/γp2u sinhϕ+

p
√

3βγ coshϕ)σ2/2 + (3β/2 + γ/δ2)δσ2/2]ζ, (2.56b)

defining a SU(1, 1)-symmetry. We can extend the previous representation to higher order.
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2.3.4 The orthogonal symmetry SO(3)

We seek a three-dimensional representation of the algebra. We find a solution to

equation (2.29) in the form

X1 = µ1J1, (2.57a)

X2 =
√

3β/γµ1J2, (2.57b)

X3 =
√

3βγJ3, (2.57c)

which satisfy the commutation relations

[X1, X2] = X3, (2.58a)

[X2, X3] = X1, (2.58b)

[X3, X1] = X2, (2.58c)

with

J1 =











0 0 O

0 0 −1

0 1 0











, J2 =











0 0 1

0 0 0

−1 0 0











, J3 =











0 −1 0

1 0 0

0 0 0











, (2.59)

The matrices Ji (i=1, 2, 3) are the generators of SO(3)-symmetry. Considering νµ1 = −γ,
the pseudo-conservation laws to equation (2.29) can then be written as

dΩ = dζ − (µ1J1 +
√

3β/γµ1J2)dξ − (3βp2uµ1

√

3β/γJ2/2 + p
√

3βγJ3)dτ.(2.60)

The related Lax-representation of the system (2.30) is written as

ζξ = µ1J1 +
√

3β/γµ1J2, (2.61a)

ζτ = 3p2uµ1

√

3β/γJ2/2 + p
√

3βγJ3. (2.61b)

The analysis of system (2.30) using Wahlquist and Estrabrouk viewpoint give us several

structural symmetries namely, the special linear symmetry SL(2,R), the special unitary

symmetry SU(2), SU(1, 1) and special orthogonal symmetry SO(3). As well, we found

the Lax-representations of our system corresponding to different structural symmetries

denoting the existence of multi-valued soliton solutions to the previous system.
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2.3.5 Extension to an SL(3,R) connection

Let us pay interest to the SL(2,R)-symmetry derived previously. By choosing d =

−2ıλ and e = λ, we find 3β = γ such that the corresponding connection Ω is given by

Ω = dζ − ıλ(uσ2 + σ3)dξ − ı(γ/2)[pσ1 + λp2uσ2 + (λp2 − 1/2λ)σ3]dτ, (2.62)

from which the inverse scattering formulation in the form of Wadati-Konno-Ichikawa [1]

can be easily found. Accordingly, F and G can be extended to the one-dimensional

representation

F = −λ(v + 2ıζ − uζ2), (2.63a)

G = −(C − 2Aζ − Bζ2), (2.63b)

such that for v = −u, equation (2.30) is derived with the following scattering data

A = ı/4λ− ıp2/2, (2.64a)

B = −ıp/2 + λp2u/2, (2.64b)

C = −ıp/2− λp2u/2, (2.64c)

without any loss of generality, the value γ = 1 has been considered. Equation (2.63) shows

that the connection on the fiber bundle E is quadratic in ”ζ” with −wi (i=0, 1, 2) as the

factors of ζ i (i= 1, 2). Curvature form ϑ0, ϑ1 and ϑ2 are given by [104]

ϑ111 = dω1
11 + ω2

11 ∧ ω1
12, (2.65a)

ϑ112 = dω1
12 + 2ω1

12 ∧ ω1
11, (2.65b)

ϑ211 = dω2
11 + 2ω1

11 ∧ ω2
11, , (2.65c)

where

ω1
11 = −ıλdx+ Adt, ω1

12 = λudx+Bdt, (2.66a)

ω2
11 = λvdx+ Cdt, ω2

12 = ıλdx− Adt, (2.66b)
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Extending equation (2.65) to a more general system as

ϑ111 = dω1
11 + 2ω1

0 ∧ ω1
211 + ω2

0 ∧ ω1
212 + ω2

11 ∧ ω1
12, (2.67a)

ϑ1211 = dω1
211 + ω1

11 ∧ ω1
211 + ω2

11 ∧ ω1
212, (2.67b)

ϑ10 = dω1
0 + ω1

0 ∧ ω1
11 + ω2

0 ∧ ω1
12, (2.67c)

ϑ1212 = dω1
212 + ω1

12 ∧ ω1
211 + ω2

12 ∧ ω1
212, (2.67d)

ϑ20 = dω2
0 + ω2

0 ∧ ω2
12 + ω1

0 ∧ ω2
11, (2.67e)

ϑ112 = dω1
12 + ω1

0 ∧ ω1
212 + ω1

12 ∧ ω1
11 + ω2

12 ∧ ω1
12, (2.67f)

ϑ211 = dω2
11 + ω2

0 ∧ ω2
212 + ω2

11 ∧ ω2
12 + ω1

11 ∧ ω2
11, (2.67g)

ϑ212 = dω2
12 + 2ω2

0 ∧ ω2
222 + ω1

0 ∧ ω2
212 + ω1

12 ∧ ω2
11, (2.67h)

with

ω1
0 = λrξdξ + Cdτ, ω2

0 = λsξdξ + Fdτ, (2.68a)

ω1
11 = 2ıλdξ − (A−D)dτ, ω2

222 = ω1
212, (2.68b)

ω2
12 = 2ıλdξ − (A− I)dτ, ω1

211 = ω2
212, (2.68c)

ω1
12 = λuξdξ +Gdτ, ω2

11 = λvξdξ +Hdτ, (2.68d)

ω1
211 = −(λqξdξ +Bdτ), (2.68e)

ω2
222 = −(λpξdξ + Edτ), (2.68f)

and quantities u, v, p, q and r standing for observable, while A,B,C,D,E, F,G,H and L

refer to scattering data, the one-form

Ω1 = ω1
0 + ω1

11ζ
1 + ω1

12ζ
2 + ω1

211(ζ
1)2 + ω1

212ζ
1ζ2, (2.69a)

Ω2 = ω2
0 + ω2

11ζ
1 + ω2

12ζ
2 + ω2

222(ζ
2)2 + ω2

212ζ
1ζ2, (2.69b)

define a Cartan-Ehresman connection [105] with the structure group SL(3,R). Hence, by

selecting

A = k/λ+ ıqrλ, (2.70a)

B = E = −ıq/2− qqξrλ, (2.70b)

C = F = −ır/2− qrrξλ, (2.70c)

G = H = −ıqrλ/2, (2.70d)

D = L = (K − ı/2)/λ− ıqrλ/2, (2.70e)
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it comes

qξτ = q − (rqqξ)ξ, (2.71a)

rξτ = r − (qrrξ)ξ, (2.71b)

which refers to a two- component counterpart of the system (2.30). Its Lax-representation

can be easily derived as [105]

ξx = λ











−ı qx qx

rx ı 0

rx 0 ı











ξ, ξt =











A B B

C D G

C G D











ξ. (2.72)

The previous Lax-representation (2.72) is actually useful in constructing soliton solutions

following an inverse scattering transform.

2.3.6 The general case of SL(n,R)

The multi-component form of the system (2.29) can be derived by considering the

following quadratic forms

Ωα = dζα − (ωα
0 + ωα

1βζ
β + ωα

2βγζ
βζγ), (2.73)

and quadratic connection forms

ωα
0 = λrαξ dξ + Cαdτ, (2.74a)

ωα
1β = 2ıλδαβdξ − (Aδαβ −Dα

β)dτ, (2.74b)

ωα
2βγ = −

[

λ(qβξδ
α
γ + qγxδ

α
β )dξ +(Bβδ

α
γ +Bγδ

α
β )dτ

]

/2, (2.74c)

which define a Cartan-Ehresman connection [104] with structure group SL(n,R). It should

be noted here that the convention of Einstein is applied on repeated indices, and α, β, γ

are integers less than n ∈ N. From equation (2.73), we determine the following two-forms

ϑα0 = dωα
0 + ωβ

0 ∧ ωα
1β, (2.75a)

ϑα1β = dωα
1β + ωγ

1β ∧ ωα
1γ + 2ωα

0 ∧ ωα
2γβ, (2.75b)

ϑα2βγ = dωα
2βγ + 2ων

1γ ∧ ωα
2βν + ων

2γβ ∧ ωα
1ν . (2.75c)
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Expanding the scattering data in forms of equation (2.61), the following multi-component

system is derived

qατξ = qα − (qνr
νqαξ + rβqβξqα)ξ/4, (2.76a)

rαξτ = rα − (qνr
νrαξ + rαrβξ qβ)ξ/4. (2.76b)

The inverse scattering problem which results from the prolongation structure (2.64) is

given by

ζx = λ











−ı · [qαx]

· · ·
[rαx ] · ıI











ζ, (2.77)

and

ζτ =











A · [Bα]

· · ·
[Cα] ·

[

Dα
β

]











ζ, (2.78)

where symbol I refers to identify matrix from the generalized systems (2.66) derived

above. We have investigated the equation derived starting with the Klein-Gordon model,

from the view point of Wahlquist and Estabrook [1]. We have shown by means of this

method shown that the system is integrable and admits an infinity number of conserva-

tion laws and consequently structural symmetries, namely, the special linear symmetry

SL(2,R), the special unitary symmetries SU(1, 1) and SU(2), and the special orthog-

onal symmetry SO(3). For each of the previous symmetries, we have provided Lax-

representation which constituted the starting point of the application of inverse scattering

transform method.

2.4 Inverse scattering problem

Let us consider the equation of motion of a thin vortex filament from the following

modified Wadati-Konno-Ichikawa equation:

i
∂2q

∂x∂t
+ sgn

(

dx

ds

)

∂2

∂x2

( ∂q

∂x

Φ

)

= 0, (2.79)
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where Φ =

√

1 +

∣

∣

∣

∣

∂q

∂x

∣

∣

∣

∣

2

and

Here we introduced the sign function sgn(dx
ds
) where ds is the element of the arc length

along of solution curves:

ds =
√

(dx)2 + |dq|2. With the inverse scattering method, we solve equation (2.79)

under boundary conditions

q −→ 0,

∂q

∂x
−→ 0,







as x −→ ∞. (2.80)

The eigenvalue problem is given by

∂v1
∂x

+ iλv1 = λ
∂q

∂x
v2, (2.81a)

∂v2
∂x

− iλv2 = −λ∂q
⋆

∂x
v1, (2.81b)

where ⋆ denotes complex conjugate and the time dependent of eigenfunctions has the

forms

∂v1
∂t

= Av1 +Bv2, (2.82a)

∂v2
∂t

= Cv1 −Av2, (2.82b)

in which

A = sgn

(

dx

ds

)(

2i

Φ
λ2
)

, (2.83a)

B = sgn

(

dx

ds

)(

2
∂q

∂x

Φ
λ2 + i

∂

∂x

( ∂q

∂x

Φ

)

λ

)

, (2.83b)

C = sgn

(

dx

ds

)(

−2
∂q⋆

∂x

Φ
λ2 + i

∂

∂x

( ∂q⋆

∂x

Φ

)

λ

)

. (2.83c)

The Gel’fand-Levitan equation can be obtained following process, we define the Jost-

functions

φ −→





1

0



 exp(−iλx),

φ̄ −→





0

−1



 exp(iλx),































as x −→ −∞, (2.84)
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and

ψ −→





0

1



 exp(iλx),

ψ̄ −→





1

0



 exp(−iλx),































as x −→ ∞. (2.85)

The scattering coefficients are giving by :

φ = aψ̄ + bψ, (2.86a)

φ̄ = −āψ + b̄ψ̄, (2.86b)

where

aā + bb̄ = 1. (2.87)

In order to examine the analytic properties of the Jost function to large |λ| we introduce

[87]

φ1 = exp{−iλx +

∫ x

−∞

σ(λ, x
′

)dx
′}. (2.88)

Substitution of equation (??) into equation (2.80) together with equation (2.89) then

yields

∂σ

∂t
=

∂

∂x

(

A+
σ

λ ∂q

∂x

)

. (2.89)

If we expand σ as an inverse power of series in λ of the form

σ =
∞
∑

n=−1

σn
(iλ)n

, (2.90)

we obtain an infinite number of conserved quantities by substituting equation (2.89) into

equation (2.88). The following first to conserved quantities play a crucial role to express

the asymptotic behaviour of the Jost function:

σ−1 = 1− sgn

(

dx

ds

)

Φ, (2.91a)

σ0 =
∂2q

∂2x

2 ∂q

∂x

{

sgn

(

dx

ds

)

1

Φ
− 1

}

− 1

2

∂

∂x
log Φ, (2.91b)
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which vanish for |x| −→ ∞. Then, the asymptotic form of φ for large |λ| and the analytic

property of scattering coefficient a are written

φ =





1

iσ−1/
∂q

∂x



 exp{−iλx + iλε− + µ−}+ 0

(

1

λ

)

, (2.92a)

a = exp(iλε+ µ) + 0

(

1

λ

)

, (2.92b)

where

ε = ε+ + ε− =

∫ +∞

−∞

σ−1dx, ε− =

∫ x

−∞

σ−1dx, ε+ =

∫ +∞

x

σ−1dx, (2.93a)

µ = µ+ + µ− =

∫ +∞

−∞

σ0dx, µ− =

∫ x

−∞

σ0dx, µ+ =

∫ +∞

x

σ0dx. (2.93b)

In the same way, we can obtain the asymptotic behaviour of φ̄, ψ̄ and φ. Use the fact

that φexp{iλ(x− ε−)}, φ̄exp{−iλ(x− ε−)}, ψexp{−iλ(x+ ε+)}, ψ̄exp{iλ(x+ ε+)}, and

a exp(−iλε) are entire functions of λ and introduce the kernels K1 and K2 :




ψ1

ψ2



 =





1

0



 exp{iλ(x+ ε+(x)− µ⋆
+(x))} (2.94)

+

∫ +∞

x





λK1(x, z)exp{−µ+(x)}
K2(x, z)exp{−µ⋆

+(x)}



 exp{iλ(z + ε+(x))}dz,

where ⋆ denotes complex conjugate, we shall assume

lim
z→∞

K1(x, z) = 0, lim
z→∞

K2(x, z) = 0. (2.95)

We have

K1(x, x) =
σ−1

∂q⋆

∂x

exp(µ+ + µ⋆
−), (2.96)

and the Gel’fand-Levitan equation for x ≥ y:

K⋆
1 (x, y)− F ⋆(x+ y)−

∫ ∞

x

F ⋆(y + z)K⋆
2 (x, z)dz = 0, (2.97a)

K⋆
2(x, y)−

∫ ∞

x

F
′′

(y + z)K1(x, z)dz = 0. (2.97b)

Where

F (z) =
1

2π

∫

c

b(λ)

λa(λ)
exp{iλ(z + 2ε+(x))}dλ, (2.98a)

F
′′

(z) =
∂2F

∂x2
=

1

2π

∫

c

λb(λ)

a(λ)
exp{iλ(z + 2ε+(x))}dλ. (2.98b)
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Here, the contour c is defined to be the contour in the complex λ plane starting from

−∞ + i0+, passing over all zeros of a and ending at +∞ + 0+. Time dependent of the

scattering data is given by

a(λ, t) = a(λ, 0), (2.99a)

b(λ, t) = b(λ, 0)exp(4iλ2t). (2.99b)

When all the zeros of a(λ) in the upper half plane are simple, F (z) can be expressed

as

F (z) =
N
∑

k=1

Ck(t)

λk
exp{iλk(z + 2ε+(x))} +

1

2π

∫ +∞

−∞

ρ(λ, t)

λ
exp{iλk(z + 2ε+(x))}dλ,(2.100)

where

Ck(t) = Ck(0)exp(4iλ
2
kt), (2.101a)

ρ(λ, t) = ρ(λ, 0)exp(4iλ2kt). (2.101b)

Given the scattering data {ρ(λ, 0), λ, Ck(0), λk, k = 1, 2, . . .N}, we can determine F (z)

and solve K1(x, x) with the Gel’fand-Levitan equations. We then obtain the solution by

using the relation (2.55).

2.4.1 N-soliton solution

The N soliton solution is obtained in the conditions

(1) ρ(λ, t) = 0, (2.102a)

(2) λk, k = 1, 2, . . . , N, (2.102b)

then, F (z, t) in (2.97) reduces to

F (z) =
N
∑

k=1

Ck(t)

λk
exp{iλk(z + 2ε+(x))}. (2.103)

In order to solve the Gel’fand-Levitan equations, we introduce the representation

K1 =
N
∑

k=1

Ak(x)exp{−iλ⋆k(x+ y + 2ε+(x))}, (2.104a)

K2 =

N
∑

k=1

Bk(x)exp{−iλ⋆k(x+ y + 2ε+(x))}. (2.104b)

Ph.D. Thesis Year 2020



2.4 Inverse scattering problem 61

where ⋆ denotes complex conjugate. Substituting equation (2.102) and equation (2.103)

into equation (2.99), we obtain

Ak + i
C⋆

k

λ⋆k

N
∑

i=1

B⋆
i

exp{2iλi(x+ ε+(x))}
λi − λ⋆k

=
C⋆

k

λ⋆k
, (2.105a)

B⋆
k + iCkλ

⋆
k

N
∑

i=1

Ai

exp{−2iλ⋆i (x+ ε+(x))}
λi − λ⋆k

= 0. (2.105b)

2.4.2 One-soliton solution

For one-soliton solution with an eigenvalue λ = ξ + iη, q and ε+ are given by

q = i
C⋆

λ⋆
exp(2iλ⋆s)

1 + |C1|2exp{2i(λ−λ⋆)s}
(λ−λ⋆)2

, (2.106)

ε+ =
i |C|2exp{2i(λ−λ⋆)s}

|λ|2(λ−λ⋆)

1 + |C|2exp{2i(λ−λ⋆)s}
(λ−λ⋆)2

, (2.107)

where ⋆ denotes complex conjugate with C given as follow

C = C(0)exp(4iλ2t). (2.108)

The maximum amplitude of soliton is given by η/(ξ2+ η2) = −ξ/2. The velocity vs of

the soliton in s coordinate is given by constant −4ξ. However the velocity in x coordinate

is not constant. It take different values at different position of the soliton and tends to

be equal to vs as |x| → ∞ where ε+ become constant. The solution changes it form with

the period τ = π/2(ξ2 + η2).

2.4.3 Two-soliton solution

Two soliton solution is given by

q = −i S
R
, (2.109a)

ε+ =
T

R
, (2.109b)
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where

R = 1− |C1|2exp{2i(λ1 − λ⋆1)s}
(λ1 − λ⋆1)

2
− (2.110)

|C2|2exp{2i(λ2 − λ⋆2)s}
(λ2 − λ⋆2)

2
− C1C

⋆
2exp{2i(λ1 − λ⋆2)s}

(λ1 − λ⋆2)
2

−

C⋆
1C2exp{2i(λ2 − λ⋆1)s}

(λ2 − λ⋆1)
2

+
|C1|2|C2|2|λ1 − λ2|4exp{2i(λ1 − λ⋆1 + λ2 − λ⋆2)s}

{(λ1 − λ⋆1)(λ1 − λ⋆2)(λ2 − λ⋆1)(λ2 − λ⋆2)}2

S =
C⋆

1exp(−2iλ⋆1s)

λ21
+
C⋆

2exp(−2iλ⋆2s)

λ22
+ (2.111)

|C1|2C⋆
2λ

2
1(λ

⋆
1 − λ⋆2)

2exp{2i(λ1 + λ⋆1 − λ⋆2)s}
{λ⋆1λ⋆2(λ1 − λ⋆1)(λ1 − λ⋆2)}2

+

|C2|2C⋆
1λ

2
2(λ

⋆
1 − λ⋆2)

2exp{2i(λ2 + λ⋆1 − λ⋆2)s}
{λ⋆1λ⋆2(λ2 − λ⋆1)(λ2 − λ⋆2)}2

,

and

T = −i |C1|2exp{2i(λ1 − λ⋆1)s}
|λ1|2(λ1 − λ⋆1)

− i
|C2|2exp{2i(λ2 − λ⋆2)s}

|λ2|2(λ2 − λ⋆2)
(2.112)

−iC1C
⋆
2exp{2i(λ1 − λ⋆2)s}
λ1λ⋆2(λ1 − λ⋆2)

− i
C2C

⋆
1exp{2i(λ2 − λ⋆1)s}
λ2λ⋆1(λ2 − λ⋆1)

+i
|C1|2|C2|2|λ1|2(λ2 − λ⋆2) + |λ2|2(λ1 − λ⋆1)|λ1 − λ2|4exp{2i(λ1 − λ⋆1 + λ2 − λ⋆2)s}

|λ1|2|λ2|2(λ1 − λ⋆1)(λ1 − λ⋆2)(λ2 − λ⋆1)(λ2 − λ⋆2)
2 ,

with

C1 = C1(0)exp(4iλ
2
1t), (2.113a)

C2 = C2(0)exp(4iλ
2
2t). (2.113b)

2.5 Jacobi elliptic functions expansion method

Jacobi elliptic functions play an important role to find the exact solutions of nonlinear

wave equations in nonlinear problems. However, with this method, one can obtain solitary

and periodic wave solutions of nonlinear wave equations. In this section, the Jacobi elliptic

function expansion method is proposed and applied to some nonlinear wave equations.

Elliptic integrals: An integral of the form
∫

R(x, y)dx, where R(x, y) is a rational

function of x and y, y2 = P (x) where P is a polynomial of degree 3 or 4, is called an
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elliptic integral [106]. Legendre’s elliptic integral of the first kind, with amplitude ϕ and

parameter m, is defined [106] as

F (ϕ|m) =

∫ sinϕ

0

dt
√

(1− t2)(1−mt2)
. (2.114)

The parameter m can be taken as real with 0 ≤ m ≤ 1, and the complementary parameter

is

m1 = 1−m (2.115)

F (ϕ|m) is often abbreviated to F (ϕ), when the parameter m is to be understood. Leg-

endre’s complete elliptic integral of the First Kind [106]is

K(m) = F (
π

2
|m) =

∫ 1

0

dt
√

(1− t2)(1−mt2)
(2.116)

As m → 1, then K(m) → ∞ Legendre’s Complementary Complete Elliptic Integral of

the First Kind is defined as

Ḱ(m) = K(m1) = K(1−m), (2.117)

K(m) and Ḱ(m) are often abbreviated to K and Ḱ, when the parameter m is to be

understood

In the definition (2.114) of F (ϕ|m) the integrand has branch-points at t = ±1 at

t = 1/
√
m and at t = −1/

√
m. If the integral in (2.114) is taken as a Riemann integral

on the real interval (−1, 1), then it is single-valued; but with complex limit sin(ϕ), the

Cauchy line integral has infinitely many values, depending on the number of loops made

around each of the branch-points.

2.5.1 Elliptic functions

The theory of elliptic integrals, as developed by Fagnano, Euler and Legendre, was

exceedingly complicated, involving infinitely many values for each elliptic integral. There-

after, Abel simplified the subject immensely by inverting elliptic integrals to get ellip-

tic functions, and showed that elliptic functions are doubly-periodic single-valued func-

tions [107]. If g is a doubly-periodic function with ξ a period of least modulus, and with χ

a period of least modulus which is not an integral multiple of χ, then the pair of periods

(ξ, χ) are called fundamental periods of g [108].
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The doubly periodic function g(u) over the primitive period parallelogram which is

generated by the vectors ξ and χ from 0 in the complex u-plane, gives a full representation

of g(u); for the entire complex plane could be tiled with copies of that parallelogram and

the values of g(u) over it. Indeed, any parallelogram with sides equal and parallel to

those vectors, centred anywhere in the complex plane, could be taken as a basic period

parallelogram for g, which could be copied to tile the entire complex plane with g. As

functions of the complex variable u, the Jacobi elliptic functions sn(u), cn(u) and dn(u)

are doubly-periodic single-valued functions of u.

Jacobi elliptic function sn(u)

The inverse function of the Legendre elliptic function F is ϕ = F−1(u), and the Jacobi

elliptic function sn(u) = sin(ϕ) (or sn(u|m)) is single-valued for all complex parameters

[106], with

u =

∫ sinu

0

dt
√

(1− t2)(1−mt2)
, (2.118)

and sn(u) is an odd single-valued function of u. For real u, the function sn has real period

4K(m) and range [-1, 1], with sn(0) = 0, sn(K) = 1, sn(2K) = 0, sn(3K) = −1 and

sn(4K) = 0. Let t = sn(u), so that

sn−1τ =

∫ τ

0

dt
√

(1− t2)(1−mt2)
= F (sn−1τ |m). (2.119)

Using the principal branch of the function sin−1τ , through the origin. On the real interval

−K ≤ u ≤ K the function sn increases monotonically from -1 to 1, and so for real τ

∈ [−1, 1] the function sn−1τ has a single value in the real interval [−K,K].

Jacobi elliptic function cn(u)

The Jacobi elliptic function cn is defined by

cn(u) = cn(u|m) = cos(φ) (2.120)

so that

cn(u) =
√

1− sn2(u) (2.121)

and cn(u) is an even single-valued function of u. The branch of the square root function

in (2.121) is determined by (2.120). For real u, the function cn has real period 4K(m) and
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range [−1, 1], with cn(0) = 1, cn(K) = 0, cn(2K) = −1, cn(3K) = 0 and cn(4K) = 1 [106].

On the real interval 0 ≤ u ≤ 2K the function cn decreases monotonically from 1 to -1, and

so for real r ∈ [−1, 1] the function cn−1(r) has a single value in the real interval [0, 2K].

Jacobi elliptic function dn(u)

And so dn(u) is an even single-valued function of u. For real u, the function dn has real

period 2K(m) and range [
√
m1, 1], with dn(0) = 1, dn(K) =

√
m1 and dn(2K) = 1 [106].

On the real interval 0 ≤ u ≤ K the function dn decreases monotonically from 1 to
√
m1,

and so for real r ∈ [
√
m1, 1] the function dn−1r has a single value in the real interval

[0, K].

Additionnal formula for elliptic functions

For the extreme values m = 0 and m = 1, those elliptic functions reduce respectively

[106] to trigonometric and hyperbolic functions:

sn(u|0) = sin(u), cn(u|0) = cos(u), dn(u|0) = 1, (2.122a)

sn(u|1) = tanh(u), cn(u|1) = dn(u|1) = sech(u). (2.122b)

2.5.2 Application of Jacobi elliptic function expansion method

We consider the Kraenkel-Mana-Merle system describing the propagation of short-wave

in nanoscale saturated ferromagnetic materials which derived from Maxwell equations and

Landau-Lifshitz-Gilbert equations given as follows

uxt − uvx = 0, (2.123a)

vxt + uux = 0, (2.123b)

where u = u(x, t) and v = v(x, t) stand for the magnetization and the external magnetic

fields related to the ferrite, respectively. x and t represent the space-like and time-like

variable, respectively. In order to investigate the solutions for the KMM system (2.94),
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we introduce the following traveling wave transformations

ξ = kx+ ωt+ ξ0, (2.124a)

u(x, t) = u(ξ), (2.124b)

v(x, t) = v(ξ), (2.124c)

where k and w are non-zero constants, ξ0 is an arbitrary constant. Then from (2.95), we

have

ux = ku
′

(ξ), uxt = kwu
′′

(ξ), vx = kv
′

(ξ), vxt = kwv
′

(ξ). (2.125)

Substituting (2.95) and (2.96) into Equation (2.94), we have

wu
′′ − uv

′

= 0, (2.126a)

wv
′′

= −uu′

, (2.126b)

noting equation (2.126)b, and integrating once with respect to ξ, it becomes

wv
′

(ξ) = −1

2
u2(ξ) + c0, (2.127)

where c0 is an integration constant. Substituting (2.127) into (2.126), it yields

u
′′

(ξ)− c0
w2
u(ξ) +

1

2w2
u3(ξ) = 0. (2.128)

Now, we introduce a transformation as follows

du

dξ
= y, (2.129a)

u
′′

(ξ) = y
du

dξ
. (2.129b)

Substituting equation (2.129) into equation (2.128), we get

y
dy

du
=

1

w2
(c0u−

1

2
u3). (2.130)

Then, it follows

y2 =
1

w2
(c0u

2 − 1

4
u4) + 2h, (2.131)

where h is an integration constant. Note that equations (2.129) and (2.131) can be

rewritten as

[u
′

(ξ)]2 = 2h+
c0
w2
u2 − 1

4w2
u4. (2.132)
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Referring to the auxiliary equation method [109–115], solving equation (2.132) leads that

some solutions u(ξ) are obtained under different conditions as follows

Case a : u(ξ) = cn(ξ), if w = ± 1

1m
, c0 =

1m2 − 1

4m2
, h =

1−m2

2
, (2.133a)

Case b : u(ξ) = dn(ξ), if w = ±1

2
, c0 =

2−m2

4
, h =

m2 − 1

2
, (2.133b)

Case c : u(ξ) = mcn(ξ) + dn(ξ), if w = ±1, c0 =
1 +m2

2
, h = −1

8
(1−m2)2,(2.133c)

Case d : u(ξ) =
1

dn(ξ)
, ifw = ± 1

2
√
1−m2

, c0 =
2−m2

4(1−m2)
, h = −1

2
, (2.133d)

Case e : u(ξ) =
sn(ξ)

dn(ξ)
, ifw = ± 1

2m
√
1−m2

, c0 =
2m2 − 1

4m(1−m2)
, h =

1

2
, (2.133e)

m in equation (2.133) represents the Jacobi elliptic function modulus, and 0 < m < 1.

According to the above cases, a series of Jacobi elliptic function solutions of the system

(2.123) are obtained as follows

Case 1

u1a(x, t) = cn(ξ), v1a(x, t) =
1

2m
ξ − 1

m
E(ξ,m), ξ = kx+

1

m
t + ξ0, (2.134a)

u1b(x, t) = cn(ξ), v1b(x, t) = − 1

2m
ξ +

1

m
E(ξ,m), ξ = kx− 1

m
t+ ξ0, (2.134b)

where E(ξ,m) =
∫

dn2(ξ,m)ddξ. Especially, when m→ 1, the solutions (2.134) generate

the soliton solutions given as follows

u1a(x, t) = sech(kx+
1

2
t+ ξ0), v1a(x, t) =

1

2
(kx+

1

2
t+ ξ0)− tanh(kx+

1

2
t+ ξ0), (2.135a)

u1b(x, t) = sech(kx− 1

2
t + ξ0), v1b(x, t) = −1

2
(kx− 1

2
t + ξ0)− tanh(kx +

1

2
t+ ξ0).(2.135b)

Case 2

u2a(x, t) = dn(ξ), v2a(x, t) =
2−m2

2
ξ − E(ξ,m), ξ = kx+

1

2
t + ξ0, (2.136a)

u2b(x, t) = dn(ξ), v2b(x, t) = −m
2 − 1

2
ξ + E(ξ,m), ξ = kx− 1

2
t+ ξ0. (2.136b)

Especially, when m → 1, equation (2.136) also generate the same soliton solutions of

equation (2.135), respectively.

Case 3

u3a(x, t) = mcn(ξ) + dn(ξ), v3a(x, t) = ξ −msn(ξ)− E(ξ,m), ξ = kx+ t+ ξ0, (2.137a)

u3b(x, t) = mcn(ξ) + dn(ξ), v3b(x, t) = −ξ +msn(ξ) + E(ξ,m), ξ = kx− t + ξ0. (2.137b)
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When m→ 1, Eq.(2.136) generate the soliton solutions,

u1a(x, t) = 2sech(kx+ t+ ξ0), u1a(x, t) = (kx+ t+ ξ0)− 2tanh(kx+ t + ξ0), (2.138a)

u1b(x, t) = sech(kx− t+ ξ0), u1b(x, t) = −(kx− t+ ξ0) + 2tanh(kx− t+ ξ0). (2.138b)

Soliton and its dynamics play an essential role in nonlinear evolution system. So, it

is necessary to further discuss the soliton solutions obtained here. In Refs. [29, 30], the

authors obtained the one-soliton solution as

u = 2ωsech(kx+ ωt+ η0), (2.139a)

v = x− 2ω(1 + tanh(kx + ωt+ η0) + x0. (2.139b)

where k, ω, x0 and η0 are constants. There exists only the loop-like soliton between the

dependent variable u and v versus the independent variables x and t. To form mathe-

matically multiple-valued relation between u and v to x and t, it is critical whether there

exist a linear function about x and t in v. Fortunately, the linear functions of x and t are

involved in the soliton solutions in equation (2.135) and equation (2.139). For example,

1
2
(kx+ 1

2
t+ξ0) is comprised in v in equation (2.135). It means that all the soliton solutions

here are loop-like for u and v versus the both x and t. So the soliton solutions are different

form one reported in Refs. [29, 30].

The KMM system is a model describing the propagations of the ferromagnetic parti-

cles in nano-scale ferrite materials. A series of the solutions are obtained. These solutions

include periodic traveling wave solutions in Jacobi elliptic functions and soliton solutions.

There exist loop-like periodic waves and loop-like solitons between the independent vari-

ables u(x, t) and v(x, t) versus the time and space variables. The modulus m in Jacobi

elliptic functions can control the wave density for the periodic wave solutions. The Ja-

cobi elliptic functions sn and cn are analogous to the trigonometric functions sine and

cosine. They come up in applications such as nonlinear oscillations and conformal map-

ping. This introduction to the Jacobi elliptic, sn, cn, dn and related functions is parallel

to the usual development of trigonometric functions. These functions satisfy nonlinear

differential equations that appear often in physical applications, for instance in particle

mechanics.
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2.6 Finite difference method

One can also integrate using a finite difference approximation, in which derivatives are

replaced with differences via Taylor expansion. This type of approach is well-suited to

linear and nonlinear, boundary-value problems in mechanics [116]. We expect that as a

mesh is made finer, the solution that is represented on it becomes better or more accurate.

But we would like to quantify this notion of accuracy. For a problem having a fixed size,

we expect the accuracy to depend on the size ∆x of the zones that make up the mesh. The

Taylor series expansion of a smooth function gives us a way to make this quantification

more accurate. Thus say that we have a sufficiently differentiable function u(x) in one

variable x for which we know the derivatives ux(xi), uxx(xi), uxxx(xi), uxxxx(xi) · · · at the

origin x = x0. As we increase the number of derivatives, we can increase the accuracy

with which we can predict u(xi+∆x) a small distance ∆x away from the origin. We thus

have

u(xi +∆x) = u(xi) + ux(xi)∆x+
1

2
uxx(xi)∆x

2 +
1

6
uxxx(xi)∆x

3 +

1

24
uxxxx(xi)∆x

4 + · · · (2.140)

We know from calculus that as the terms of the Taylor series are extended, our predicted

solution also becomes more accurate [116]. We want to carry that concept of accuracy

over to our discrete numerical representation. Let us, therefore, take the origin at the

ith mesh point of a uniform one-dimensional mesh, shows the continuous curve that we

wish to specify at a set of mesh points · · · , xi−2, xi−1, xi, xi+1, xi+2, · · · . We do that by

specifying the mesh function · · · , ui−2, ui−1, ui, ui+1, ui+2, · · · which, for the simple finite

difference approximations that we are exploring here, is just the set of values taken by the

function at the specified mesh points. The (i+ 1)th mesh point is located at xi +∆x and

the (i − 1)th mesh point is located at xi − ∆x . Using our formula for the Taylor series
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we get

ui+1 = u(xi +∆x) = u(xi) + ux(xi)∆x+
1

2
uxx(xi)∆x

2 +
1

6
uxxx(xi)∆x

3 +

1

24
uxxxx(xi)∆x

4 + · · · (2.141a)

ui = u(xi) (2.141b)

ui−1 = u(xi −∆x) = u(xi)− ux(xi)∆x+
1

2
uxx(xi)∆x

2 − 1

6
uxxx(xi)∆x

3 +

1

24
uxxxx(xi)∆x

4 + · · · (2.141c)

Note that equation (2.141) implicitly assumes that the data is specified on a uniform mesh

with a distance ∆x between mesh points. Subtracting the third equation above from the

first and dividing by 2∆x gives

ux(xi) =
ui+1 − ui−1

2∆x
− 1

6
uxxx(xi)∆x

2 + · · · . (2.142)

Notice from equation (2.142) that ux(xi +∆x) is the actual first derivative that we seek.

The term ui+1−ui−1

2∆x
in equation (2.142) is referred to as the finite difference approximation

of the first derivative. It does not furnish an exact representation of ux(0) as shown by

the higher order terms in equation (2.142). The second term on the right hand side of

equation (2.142) is given by uxxx(xi)∆x
2/6 and shows the truncation error in our finite

difference approximation. It is the term that dominates the error in the first derivative

as ∆x → 0 . Notice from equation (2.142) that our finite difference approximation is

second order accurate owing to the ∆x2 dependence in the truncation error. Realize too

that the mesh function is only capable of giving us a finite difference approximation. The

finite difference approximation will necessarily have an associated truncation error whose

magnitude we can estimate with the use of calculus. We can make a further illustration

for the second derivative by using the three equations in equation (2.141) to get

uxx(xi) =
ui+1 − ui + ui−1

∆x2
− 1

12
uxxxx(xi)∆x

2 + · · · . (2.143)

We see equation (2.143) that uxx(xi) has been approximated to second order of accuracy

The diffusive problem

We consider the following diffusion equation

∂u

∂t
=

∂

∂x
(D

∂u

∂x
), (2.144)
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where u represents the temperature through the wire and D the conductivity. The con-

servation of heat-energy inside a volume is applied, the change in the energy (so that in

the temperature) inside a volume equals the flux of heat, if D is constant we have

∂u

∂t
= D

∂2u

∂x2
. (2.145)

In order to solve numerically this diffusion equation, we need the boundary and initial

conditions which are given as follows. Boundary conditions u(0, t) = 1 and u(L, t) = 0

Initial condition u(x, 0) = sin(πx). Forward Euler, and central difference representation

are used but still using only quantities known at time step j scheme and we obtain the

following relation

∂u

∂t
=

un,j+1 − un,j
∆t

, (2.146a)

∂2u

∂t2
=

un+1,j − 2un,j + un−1,j

(∆x)2
, (2.146b)

which give the following relation

un,j+1 − un,j
∆t

= D
un+1,j − 2un,j + un−1,j

(∆x)2
. (2.147)

We depict in Figure (5) the temperature through the wire at times t = 0, t = 0.0396,

t = 0.1196 and t = 0.2396 given by equation (2.147).

Conclusion

In this chapter where the question was to present some methods being able to show

the effect of inhomogeneity and dissipation on the waves propagating in ferrites, the

Wahlquist and Estabrook formalism while investigating the prolongation structure of

(1 + 1)-dimensional evolution equation which must lead to the Lax Pair has been pre-

sented. We illustrate this method by applying it to the Schäfer-Wayne equation. We

pursue in this chapter by exposing the inverse scattering transform method and also Ja-

cobi elliptic function expansion method. The numerical shutter is not remainder in this

section with the presentation of finite difference method which has been illustrated on the

diffusion equation. Various methods thus presented are direct technics of finding exact

solutions to a large number of nonlinear evolution systems among which the KMM-system
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Figure 5: Numerical solution u of the diffusion Eq.(2.147) for L = 1 the length of the

wire, at times t = 0, t = 0.0396, t = 0.1196 and t = 0.2396.
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describing the waves propagating in ferrites. In this look, we will use these methods to

generate soliton solutions to the KMM-system while investigating impact of inhomoge-

neous exchange effects and damping effects on the characteristics of the wave moving in

the ferrite in the forthcoming chapter.
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Chapter 3

Results and Discussions

Introduction

Nonlinear media have attracted over years so many attention and still continuing to

do so. The reason is that, these media often present some particularities that are of tech-

nological importance. Studying these media, there are nonlinear model equations that

come out describing their dynamic under some perturbation. Thus, there are number of

evolution equations in the literature that describe wide range of physical phenomena such

as, the Korteweg-de Vries equation [1] describing the propagation of water waves, the

nonlinear Schrödinger equation [14] describing the propagation of waves in optical fibers

under the slowly varying envelope approximation, the stretched rope equation [2, 99] de-

scribing the propagation of transverse oscillation of elastic beam under tension, just to

name a few. Constructing such nonlinear evolution equation, a challenge often arises, the

one of investigating the integrability of these systems, useful for deep comprehension of

the dynamic of the media they model. To respond to this challenge, number of approaches

have been proposed including the Painlevé analysis [24], Hirota’s bilinearization [22], col-

lective coordinate theory [100], inverse scattering transform (IST) [15]. As far as we are

concerned with wave possessing vanishing tails, the IST method appears to be one of

the most important discovery in soliton theory. There are number of nonlinear evolution

equations that are integrable by means of this technique, most of them being gathered in

two principal classes: the Ablowitz Kaup Newell and Segur (AKNS) systems [17] and the
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Wadati Konno and Ichikawa (WKI) system [19] to which belongs the Kraenkel-Manna-

Merle (KMM) system, describing the propagation of magnetic field in ferromagnet with

zero conductivity. The KMM-system has been investigated under some tractable methods

including the Hirota’s billinearization [30], inverse scattering transform [29] and most re-

cently, the generalized G′/G−espansion method [27] and auxiliary equation method [28].

In each of the cases, soliton solutions with loop-profile and singularity have been con-

structed and studied in details. In Ref. [30] the KMM-system has been generated while

taking into account the Landau Lifshitz Gilbert damping. To our Knowledge, the contri-

bution of this damping effect, characterized by a parameter s on the dynamic of magnetic

waves in ferrites has only been investigated via the phase portraits analysis. The object

of the present Chapter is to investigate analytically the influence of the damping and

inhomogeneous effects on the dynamic of short waves in ferrites and to confirm analytical

results while proceeding to some numerical simulations. Indeed, to carry out our gold,

the mathematical toll described by Konno [101] is used to deal with the damping system.

Since to our knowledge the Lax-pairs of this system is unknown till now, we provide a

system that is Lax integrable and that approximate in some conditions which will be spec-

ify, the damped-KMM system. Under this conditions, we provide analytical expression

of the solutions to the damped-KMM system. We investigate, numerical simulations to

confirm the results obtained analytically and the predictions that have come out at the

end of phase portraits analysis. Therefore, in order to take into account inhomogeneous

effects on the dynamic of short waves in ferrites, we construct new traveling wave solu-

tion to the inhomogeneous system of our interest using Jacobi elliptic expansion method.

We discuss the influence of the inhomogeneous exchange effects on the traveling waves

and we address some physical implications. Finally, we then, deduce and approximated

analytical solution of the system taking into account the combined effects of damping

and inhomogeneous exchange. we proceed to some numerical solution to complete the

analytical analysis of the system taking into account the combined effects of damping and

inhomogeneous exchange.
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3.1 Influence of damping effects

3.1.1 Construction of approximate system

While investigating the propagation of short-waves in saturated ferromagnetic mate-

rials with zero-conductivity in the presence of an external field, we have constructed in

Chapter one the following nonlinear evolution system






Bxt = BCx − sBx,

Cxt = −BBx,
(3.1)

from the Maxwell’s equations supplemented by the Landau-Lifshitz-Gilbert equation [25,

26, 30, 31], where the quantities B and C represent two physical observables standing for

the magnetization density and the magnetic induction related to the ferrite respectively.

The parameter s stands for the damping effects, while the subscripts t and x are denoting

partial derivatives according to the time-like and space-like variables respectively. Con-

sidering the zero damping effects (s = 0), Kraenkel et al. [25] have provided via some

transformations, one-soliton solution to the above system. Going forward in Ref. [30] and

separately in [26, 33], after having investigated the phase portrait analysis of the system

(3.1), these authors have investigated its integrability properties under the framework

of prolongation structure and have provided associated Lax-pairs, opening the way in

looking for soliton solutions via the inverse scattering transform method. But, instead of

using the previously mentioned method, they derived related Hirota’s bilinearization to

system (3.1), they constructed its one- and two-soliton solutions, and studied in details

their scattering properties. Therefore, the study of the Lax-pairs derived in Ref. [26,33] is

worth underlying. Investigating the prolongation structure of the system (3.1), Kuetche

et al. [26] have shown that the system is integrable under the condition (s = 0) while sepa-

rately in Ref. [27] rich soliton solutions have also been provided under the same condition.

The associated Lax-pairs being given as

yx = ıλ





Cx Bx

Bx −Cx



 y, (3.2a)

yt =





1/4ıλ −B/2
B/2 −1/4ıλ



 y, (3.2b)
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which give rise to Eq.(3.1) under the zero-curvature formulation, implying that the spectral

parameter λ is a constant and s = 0. In order to take into account the damping effects,

we then propose phenomenologically a new system, that is close to Eq.(3.1) as follows

Bxt = BCx − sBx, (3.3a)

Cxt = −α2BBx, α = exp(st), (3.3b)

with s 6= 0. α can be developed in Taylor series near the initial point as follows:

exp(st) = 1 + st+
(st)2

2
+ · · · · · · (3.4)

While considering small values of st that correspond to ultra-fast processes assumption,

α may be restricted to the first order as, α ≃ 1. At this condition, the system Eq.(3.3)

appears to be a good approximation to the system Eq.(3.1). To investigate analytically

the influence of such a parameter on the dynamic of waves in Ferrites, this equation will

constitute our starting point along with the approximation condition on α.

It is easy to show that the above system Eq.(3.3) is completely integrable via some

methods including prolongation structures analysis [102]. The proof of this integrability

lies in its associated Lax-pairs which are expressed as

yx = ıλ





Cx αBx

αBx −Cx



 y, (3.5a)

yt =





1/4ıλ −αB/2
αB/2 −1/4ıλ



 y. (3.5b)

These Lax-pairs will constitute the starting point to the investigation of the inverse scat-

tering transform method.

If we take a varying magnetic field in a conductor, then there appears a rotating electric

field around the magnet. In the Maxwell-Faraday equation, the rotational of electric field

is proportional to the variation of magnetic field B. Indeed, it is the variation of the

magnetic field that generates an electric field and not the magnetic field alone. If you

place a magnet in a coil, nothing happens. On the other hand, if you move the magnet an

electric field is created around it which itself will generate an electric current in the wire.

That is why our bike’s dynamo only powers the lights when you are driving and not at a

standstill.
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In this chapter, we derive two new equations starting with the nonlinear Klein-Gordon

model describing the waves propagating in the positive and negative directions, respec-

tively. We analyse the equation describing the waves propagating in the negative direction

using the prolongation structure theory proposed by Wahlquist and Estabrook [1], which

is a very useful and effective tool in the analysis of (1 + 1)-dimensional system.

3.1.2 Inverse scattering transform and soliton solution of damp-

ing KMM-system

According to the expression of the above Lax-pairs, we suitably follow the scheme

described by Konno [101].

Indeed, we define the associated Jost functions

φ→





1

0



 exp(−ıλx),

φ̄→





0

−1



 exp(ıλx),































as x→ −∞, (3.6)

and

ψ →





0

1



 exp(ıλx),

ψ̄ →





1

0



 exp(−ıλx)































as x→ +∞. (3.7)

The functions φ, φ̄, ψ and ψ̄ being related by scattering coefficients as follows

φ = aψ̄ + bψ, φ̄ = −āψ + b̄ψ̄, (3.8)

where a, ā, b, b̄ verify

aā+ bb̄ = 1. (3.9)

It is important to mention that for complex λ we have




φ̄1(λ)

φ̄2(λ)



 =





φ⋆
2(λ

⋆)

−φ⋆
1(λ

⋆)



 ,





ψ̄1(λ)

ψ̄2(λ)



 =





ψ⋆
2(λ

⋆)

−ψ⋆
1(λ

⋆)



 , (3.10)

Ph.D. Thesis Year 2020



3.1 Influence of damping effects 79

from which one deduces naturally the relations

ā(λ) = a⋆(λ⋆), b̄(λ) = b⋆(λ⋆). (3.11)

We now investigate the asymptotic behavior of the Jost functions for large λ under the

following boundary conditions

Cx → 1

Bx → 0







as |x| → ∞. (3.12)

Defining the quantity

φ1 = exp

(

−ıλx+
∫ x

−∞

σ(λ, l)dl

)

, (3.13)

and substituting Eq.(3.13) into Eq.(3.5), we obtain

σt =
1

2α

[

(

Cx + 1− σ

ıλ

) B

Bx

]

x

, (3.14a)

σx + σ2 − 2ıλσ − λ2 =
Bxx

Bx

σ − ıλBx

(

Cx + 1

Bx

)

x

− λ2(C2
x + α2B2

x), (3.14b)

where it appears clearly that σ is a conserved quantity. Let us now expand σ in power

series of ıλ as follows

σ =

∞
∑

j=−1

σj(ıλ)
−j, (3.15)

which, substituted in Eq.(3.14) yields

σn,x +
n+1
∑

j=−1

σjσn−j − 2σn+1 −
Bxx

Bx

σn +Bx

(

Cx + 1

Bx

)

x

δn,−1

= (C2
x + α2Bxα

2 − 1)δn,−2. (3.16)

Infinite number of conserved quantities can hence be generated, the first two of them

being given as follows

σ−1 = 1− ǫ
√

C2
x + α2B2

x, (3.17a)

σ0 =
Bx

2(1− σ−1)

(

σ−1 − Cx − 1

Bx

)

x

, (3.17b)

with ǫ = ±1. We then provide the asymptotic behavior of the function φ as to be

φ =





1

−Cx+
√

C2
x+α2B2

x

αBx



 exp

[

−ıλx+ ıλ

∫ x

−∞

σ−1dl +

∫ x

−∞

σ0dl

]

+ o(1/λ), (3.18)
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while the analytical property of the scattering coefficient a is written as

a = lim
x→∞

φ1 exp(ıλx) = exp

[

ıλ

∫ +∞

−∞

σ−1dl +

∫ +∞

−∞

σ0dl

]

+ o(1/λ). (3.19)

In the same way, we provide for φ̄, ψ̄ and ψ the following asymptotic behavior, summarized

as follows

φ =





1

−Cx+
√

C2
x+α2B2

x

αBx



 exp(−ıλx+ ıλε− + µ−) + o(1/λ), (3.20a)

φ̄ =





−Cx+
√

C2
x+α2B2

x

αBx

−1



 exp(ıλx− ıλε− + µ−) + o(1/λ), (3.20b)

ψ =





Cx+
√

C2
x+α2B2

x

αBx

1



 exp(ıλx+ ıλε+ − µ+) + o(1/λ), (3.20c)

ψ̄ =





1

−Cx+
√

C2
x+α2B2

x

αBx



 exp(−ıλx− ıλε+ − µ+) + o(1/λ), (3.20d)

a = exp(ıλε+ µ) + o(1/λ), (3.20e)

where

ε− =

∫ x

−∞

σ−1dl, ε+ =

∫ ∞

x

σ−1dl, (3.21a)

ε = ε− + ε+ =

∫ ∞

−∞

σ−1dl, (3.21b)

µ− =

∫ x

−∞

σ0dl, µ+ =

∫ ∞

x

σ0dl, (3.21c)

µ = µ− + µ+ =

∫ ∞

−∞

σ0dl. (3.21d)

Considering thatBx and Cx have compact support, implying φ exp[ıλ(x−ε−)], φ̄ exp[−ıλ(x−
ε−)], ψ exp[−ıλ(x+ ε+)], ψ̄ exp[ıλ(x+ ε+)] and a exp(−ıλε) are entire functions of λ, We

introduce the integral

I =

∫

Γ

dλ
′

λ′ − λ

1

a(λ′) exp(−ıλ′ε)





φ1(λ
′

)

φ2(λ
′

)



 exp[ıλ
′

(x− ε−)], (3.22)

where (Γ) is standing for the contour in the complex λ
′

plane, starting from λ
′

= −∞+0+,

passing over all the zeros of a(λ
′

) and ending at λ
′

= +∞+ 0+ for λ
′

below (Γ). We now
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aim at deriving the Gel’fand-Levitan equations linked to our problem. From equation

(3.7) combined with the last equation, yields

I =

∫

C

dλ
′

λ′ − λ





ψ̄1(λ
′

)

ψ̄2(λ
′

)



 exp[ıλ
′

(x+ ε+)] +

∫

C

dλ
′

λ′ − λ

b(λ
′

)

a(λ′)





ψ1(λ
′

)

ψ2(λ
′

)



 exp[ıλ
′

(x+ ε+)]. (3.23)

The left-hand side of Eq.(3.23) reduces to

LHS = −ıπ





1

−Cx+
√

C2
x+α2B2

x

αBx



 exp(−µ+), (3.24)

and the right-hand side to

RHS = −2ıπ





ψ̄1(λ
′

)

ψ̄2(λ
′

)



 exp[ıλ
′

(x+ ε+)]

+ıπ





1

−Cx+
√

C2
x+α2B2

x

αBx



 exp(−µ+)

+

∫

C

dλ
′

λ′ − λ

b(λ
′

)

a(λ′)





ψ1(λ
′

)

ψ2(λ
′

)



 exp[ıλ
′

(x+ ε+)]. (3.25)

Therefore,




ψ̄1(λ
′

)

ψ̄2(λ
′

)



 exp[ıλ(x+ ε+)] =





1

−Cx+
√

C2
x+α2B2

x

αBx



 exp(−µ+) (3.26)

+
1

2ıπ

∫

C

dλ
′

λ′ − λ

b(λ
′

)

a(λ′)





ψ1(λ
′

)

ψ2(λ
′

)



 exp[ıλ
′

(x+ ε+)].

Because of their usefulness, the kernels K1 and K2 are introduced as follows




ψ1

ψ2



 =





0

1



 exp[ıλ(x+ ε+(x))− µ+(x)]

+

∫ ∞

x





λK1(x, z)

K2(x, z)



 exp[ıλ(z + ε+(x))− µ+(x)]dz, (3.27)

at the condition

lim
z→∞

K1(x, z) = 0, lim
z→∞

K2(x, z) = 0. (3.28)
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By a comparison of the equations (3.27) and (3.20), we obtain

K1(x, x) = −Cx +
√

C2
x + α2B2

x

αBx

. (3.29)

Combining Eqs. (3.26) and (3.27), we obtain the Gel’Fand-Levitan equations as follows

K⋆
1 (x, w)− F (x+ w)−

∫ ∞

x

K2(x, z)F (z + w)dz = 0, (3.30a)

K⋆
2(x, w)−

∫ ∞

x

K1(x, z)F
′′

(z + w)dz = 0, (3.30b)

at the condition x ≥ w, where

F =
1

2ıπ

∫

C

dλ

λ

b(λ)

a(λ)
exp[ıλ(z + 2ε+(x))], (3.31a)

F
′′

=
∂2F

∂z2
=

1

2ıπ

∫

C

λdλ
b(λ)

a(λ)
exp[ıλ(z + 2ε+(x))]. (3.31b)

The time dependence of the scattering data is provided by Eq.(3.5) to be

a(λ, t) = a(λ, 0), (3.32a)

b(λ, t) = b(λ, 0) exp(ıt/(2λ)). (3.32b)

The bound states are given by the zeros of a(λ) in the upper-half plane. When all the

zeros of a(λ) in the upper-half plane are simple, F (z) can be expressed as

F (z) =
n
∑

j

cj(t)

λj
exp[ıλj(z + 2ε+(x))]

+
1

2ıπ

∫ +∞

−∞

ρ(λ, t)

λ
exp[ıλ(z + 2ε+(x))], (3.33)

where

cj(t) = cj(0) exp(ıt/2λj), (3.34a)

ρ(λ, t) = ρ(λ, 0) exp(ıt/2λ). (3.34b)

It is then possible to solve the Gel’fand-Levitan equations after having determined F (z)

to obtain K1(x, x), when the scattering data {ρ(λ, 0), λ, cj(0), λj, j = 1, · · · , N} are given

and, consequently, the solution is obtained using the Eq.(3.29).

The soliton solution to system (3.3) is obtained under the conditions ρ(λ, t) = 0.

Therefore, we find for F the following expression

F (z, t) =

N
∑

j=1

cj(t)

ıηj
exp[−ηj(z + 2ε+)], (3.35)
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where we have set λj = ıηj. Let us now introduce the representation of the kernels in an

identical form of F in order to facilitate the resolution of the Gel’Fand-Levitan equations,

as follows

K1(x, z) =

N
∑

j=1

Aj(x) exp[−ηj(x+ z + 2ε+(x))], (3.36a)

K2(x, z) =

N
∑

j=1

Bj(x) exp[−ηj(x+ z + 2ε+(x))], (3.36b)

where Aj and Bj are complex functions. Substituting Eqs.(3.35)-(3.36) into Eq.(3.30),

yields

Ak −
ck
ıηk

N
∑

j=1

Bj

ηj + ηk
exp[−2ηj(x+ ε+)] =

ck
ıηk

, (3.37a)

Bj + ıcjηj

N
∑

m=1

Am

ηj + ηm
exp[−2ηm(x+ ε+)] = 0, (3.37b)

which combined, gives

Ak +
ck
ηk

N
∑

j=1

N
∑

m=1

cjηjAm

(ηj + ηk)(ηj + ηm)
e−2(ηj+ηm)(x+ε+) =

ck
ıηk

. (3.38)

Thus,

K1(x, x) =
N
∑

j=1

Aj exp[−2ηj(x+ ε+)]. (3.39)

From equation (3.27), we find that

αBx

Cx

=
2K1(x, x)

K2
1 (x, x)− 1

. (3.40)

Using Eqs. (3.21) and (3.17), we find the relation

∂h

∂x
=
√

C2
x + α2B2

x, (3.41)

where we have set h = x + ε+(x, x). For K1, Bx and Cx are all of them dependent of

x+ ε+(x, x), it is reasonable to transform the independent variable x to the new variable

h while looking for the soliton solutions to Eq.(3.3). Making use of the new independent

variable, we obtain

∂(αB)

∂h
=

2K1(h)

1 +K2
1(h)

, (3.42a)

∂C

∂h
= 1− 2K2

1 (h)

1 +K2
1 (h)

, (3.42b)

∂ε+
∂h

=
K1(h)

2

1 +K2
1(h)

, (3.42c)
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where K1(h) = K1(x, x). By integration of the previous two equations with respect to

h, one obtains at the required order N , the required number of soliton solutions to the

coupled system (3.3).

For the case N = 1 corresponding to the one-soliton solution, it is found that K1 has

the expression

K1(h) =
c

ıη

exp(−2ηh)

1− c2

4η2
exp(−4ηh)

. (3.43)

It comes by simple integration of (3.42), that

αB = − c

ıη2
exp(−2ηh)

T
, (3.44a)

C = h− 2

ηT
, (3.44b)

ε+ =
1

ηT
, (3.44c)

with

c = c0 exp(−t/2η), (3.45a)

T = 1− c2

4η2
exp(−4ηh). (3.45b)

Eq.(3.44) is rewritten as

B =
e−st

η
sech(ϕ+ ϕ0), (3.46a)

C = h− 1

η
(tanh(ϕ+ ϕ0) + 1), (3.46b)

ε+ =
1

2η
(tanh(ϕ+ ϕ0) + 1), (3.46c)

ϕ = 2η

(

h+
t

4η2

)

, (3.46d)

ϕ0 = − 1

2η
ln

(

ıc0
2η

)

(3.46e)

which stands for the one soliton solution to the system Eq.(3.3), the envelop moving at

the velocity V = 1/(4η2). We recall that solution to Eq.(3.1) is obtained when considering

the approximation α2 ≃ 1. The amplitude of B is an exponential function of st which

guarantee the increasing or the decreasing amplitude of the wave with time, depending

on the values of s and t simultaneously. We point out that when we consider s = 0,
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Figure 6: Propagation of one-soliton solution B to the KMM-system Eq.(3.1) for s = 0,

with the eigenvalue η = 1 at times t = 0, t = 0.0025 and t = 0.005 depicted versus x

(panels (a1), (a2) and (a3)) and versus the Magnetization induction C (panels (b1) (b2)

and (b3)). The analytical and numerical solutions that show a left moving wave, that

conserves its profile as predicted in Refs. [18, 30]
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we recover the solution of the original KMM-system, free of damping effect. It appears

that for s > 0 and while considering the ultra-fast process characterized by Eq.(3.4), the

wave propagate conserving profile but not amplitude. Such a result has been predicted in

Ref. [33] under phase portraits analysis.

3.1.3 Numerical simulations of KMM-system with and without

damping

In order to complete and confirm the results obtained analytically, we proceed to some

numerical simulation. We use as base equation the dissipative KMM-system Eq.(3.1). To

achieve this goal, we use the finite difference method with initial conditions given as:

B(x, 0) =
1

η
sech (2ηh+ ϕ0) , (3.47a)

C(x, 0) = h− 1

η
tanh (2ηh+ ϕ0)−

1

η
, (3.47b)

x(h, 0) = h− 1

2η
tanh (2ηh+ ϕ0)−

1

2η
. (3.47c)

The discretization of KMM-system free of damping effects is given as follows

Bi+1,j+1 = B(i, j + 1) +B(i+ 1, j)−B(i, j) + ∆tB(i, j)(C(i+ 1, j)− C(i, j)) (3.48a)

Ci+1,j+1 = C(i, j + 1) + C(i+ 1, j)− C(i, j)−∆tC(i, j)(B(i+ 1, j)−B(i, j)) (3.48b)

where x = i∆x and t = j∆t.

For the case of the original KMM-system free of damping effects (characterized by

s = 0), we present in Figure (6) a result that is in accordance with the results obtained

analytically in Refs. [18, 26]. It is observed clearly on this figure that numerical and ana-

lytical results match perfectly, which proves that the above numerical simulation carried

out is good. We can then pursue with similar analysis while considering damping effects.

We present in Figure (7) the propagation of waves in magnetic slab subjected to

damping effects. For this aim, we present analytical results and numerical simulations for

the parameter s = 20 (which we have chosen arbitrarily without loss of generality), of

the Magnetic field B versus x and the magnetic field B versus the magnetization C. We

observe also a good coincidence as for the case of the system free of damping effects. The

waves evolve with amplitude that decrease with time due to the damping parameter s.
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It appears clearly that the numerical analysis confirms the analytical results discussed in

the previous section.

On the regards of the above results, the parameter s, originated from the Landau-

Lifshitz-Gilbert damping, plays a role on the dynamic of magnetic waves in ferrites. This

role is characterized by the dissipation of energy during the motion of wave in ferrite

observed here on the amplitude of the wave that reduces as it moves. Since the dissipative

KMM system Eq.(3.1) has been derived under the ultra fast and near adiabatic process

assumption, the value of the the damping parameter s guarantee whether or not wave

survive in the ferrite. As observed analytically, for s ≥ 0 if:

(i) s = 0, we are in an ideal case where magnetic wave moves in ferrite conserving it

entire properties, profile and amplitude.

(ii) s is not great enough so that the amplitude of the wave diminish with a rate

Bi+1/Bi > 0.5, the wave propagate in the material and may disappear if the process

is not fast enough

(iii) s→ ∞ the amplitude of the wave vanishes rapidly and the wave can not propagate

in such a media.

3.2 Impact of inhomogeneous exchange effects

3.2.1 Jacobi elliptic sine function expansion

To investigate solutions to nonlinear evolution equation, one often has recourse to

expansion of known solution. It is in this idea that for example in Ref. [26], G′/G-

expansion method has been used to construct solution to nonlinear evolution equation.

We follow a similar procedure while expanding elliptic functions to derive solutions of the

following system

Bxt −BBx = ρBxx, (3.49a)

Cxt +BBx = 0, (3.49b)

which describes the propagation of magnetic waves in ferrites, the parameter ρ represent-

ing inhomogeneous parameter, u represents the magnetic field and v represents magneti-
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Figure 7: Propagation of one-soliton solution B to the KMM-system Eq.(3.1) for s = 20,

with the eigenvalue η = 1 at times t = 0, t = 0.0025 and t = 0.005 depicted versus

x (panels (a1), (a2) and (a3)) and versus the Magnetization induction C (panels (b1)

(b2) and (b3)). The analytical and numerical solutions showing a left moving wave, that

conserves its profile but not its amplitude as predicted in Ref. [30]
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zation. This system has been derived from the Maxwell’s equations supplemented by the

Landau-Lifshitz-Gilbert equation [25] in which the damping effects are neglected.

Jacobi elliptic functions, are periodic functions that properties are in someway similar

to the well known periodic functions. As illustration, let us consider the following integral

R(x) =

∫ x

0

dt√
1− t2

√
1−m2t2

. (3.50)

The sine elliptic function sn is defined as follows

sn(x,m) = R−1(x), 0 ≤ m ≤ 1. (3.51)

Beside the sine elliptic function is defined, the other elliptic functions satisfy the relations

cn2(x,m) = 1− sn2(x,m), (3.52a)

dn2(x,m) = 1−m2sn2(x,m), (3.52b)

where cn is the cosine elliptic function while dn is the elliptic function of the third kind.

The derivative of the above elliptic functions can be expressed as follows Refs. [73–75]:

d

dx
sn(x) = cn(x)dn(x), (3.53a)

d

dx
cn(x) = −sn(x)dn(x), (3.53b)

d

dx
dn(x) = −m2sn(x)cn(x). (3.53c)

Before proceeding to the determination of solution of the system (3.49), it is necessary to

introduce the variable transformation

η = kx+ ωt+ η0. (3.54)

Under this transformation, one replaces B(x, t) by B(η), C(x, t) by C(η) and the system

(3.49) is rewritten as follows

(ω − kρ)Bηη = a0B − 1

2ω
B3, (3.55a)

ωCηη = −BBη, (3.55b)

where a0 is an integration constant. Under the new variable transformation (3.54), we now

look for solutions of the system (3.55) while proceeding to elliptic function expansions.
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3.2.2 Jacobi elliptic sine function

Using the Jacobi elliptic function method, we set the ansatz as a finite series of elliptic

sine function as follows

B(η) =

N
∑

j=0

pjsn
j(η). (3.56)

According to the homogeneous balance principle, ne know N = 1. So we have

B(η) = p0 + p1sn(η). (3.57)

replacing Eq.(3.57) into Eq.(3.55) we obtain as a result

p0 = 0, (3.58a)

p1 = ±2m
√

ω(kρ− ω), (3.58b)

a0 = (1 +m2)(kρ− ω), (3.58c)

and the explicit form of the solution are given as follows

B(η) = ±2m
√

ω(kρ− ω)sn(η), (3.59a)

C(η) = (m2 − 1)(kρ− ω)η + 2(kρ− ω)E(η,m), (3.59b)

E(η,m) =

∫ η

0

dn2(s)ds. (3.59c)

where ω, k and ρ are chosen in such a way that ω(kρ−ω) ≥ 0. When m −→ 1, Eq.(3.59)

reduces to

B(x, t) = ±2
√

ω(kρ− ω)tanh(kx+ ωt+ η0), (3.60a)

C(x, t) = 2(kρ− ω)tanh(kx+ ωt+ η0). (3.60b)

From this Eq.(3.60), it is clear that while drawing B versus C, one will obtain a straight

line.

3.2.3 Jacobi elliptic cosine function expansion

After the sine elliptic function expansion, we can also set an ansatz constituted of

expansion of elliptic cosine function as follow

B(η) =

N
∑

j=0

qjcn
j(η). (3.61)
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As for the previous analysis, we restrict our attention to the first order, that is

B(η) = q0 + q1cn(η). (3.62)

Replacing Eq.(3.62) into Eq.(3.55), one obtains

q0 = 0, (3.63a)

q1 = ±2m
√

ω(ω − kρ), (3.63b)

a0 = (2m2 − 1)(ω − kρ), (3.63c)

solution being explicitly expressed as

B(η) = ±2m
√

ω(ω − kρ)cn(η), (3.64a)

C(η) = (ω − kρ)η − 2(ω − kρ)E(η,m). (3.64b)

For m −→ 1, Eq.(3.64) reduces to

B(x, t) = ±2
√

ω(ω − kρ)sech(kx+ ωt+ η0), (3.65a)

C(x, t) = (ω − kρ)(kx+ ωt+ η0)− 2(ω − kρ)tanh(kx+ ωt+ η0). (3.65b)

3.2.4 Jacobi elliptic function of the third kind method

Similarly to the previous analysis, we set the following ansatz that is an expansion of

the elliptic function of the third kind as follows

B(η) =

N
∑

j=0

rjdnj(η). (3.66)

Restriction made to the first order, u gives

B(η) = r0 + r1dn(η). (3.67)

By replacing restriction into Eq.(3.55), we obtain as a result

r0 = 0, (3.68a)

r1 = ±2
√

ω(ω − kρ), (3.68b)

a0 = (2−m2)(ω − kρ), (3.68c)
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which help writing u and v in their explicit form

B(η) = ±2
√

ω(ω − kρ)dn(η), (3.69a)

C(η) = (2−m2)(ω − kρ)η − 2(ω − kρ)E(η,m). (3.69b)

For m −→ 1, Eq.(3.69) reduces to

B(x, t) = ±2
√

ω(ω − kρ)sech(kx+ ωt+ η0), (3.70a)

C(x, t) = (ω − kρ)(kx+ ωt+ η0)− 2(ω − kρ)tanh(kx+ ωt+ η0). (3.70b)

3.2.5 Jacobi elliptic function cs(η) method

We now proceed to the expansion of the cs(η) elliptic function as follows

B(η) =
N
∑

j=0

θjcs
j(η), (3.71)

where cs(η) = cn(η)/sn(η). Restriction to the first order allow us to write

B(η) = θ0 + θ1cs(η). (3.72)

As for the previous cases, while inserting the previous Eq.(3.72) into Eq.(3.55) one obtains

θ0 = 0, (3.73a)

θ1 = ±2
√

ω(ω − kρ), (3.73b)

a0 = (2−m2)(ω − kρ), (3.73c)

and with the help of this parameters, the solutions are expressed as follows

B(η) = ±2
√

ω(ω − kρ)cs(η), (3.74a)

C(η) = (2−m2)(ω − kρ)η − 2(ω − kρ)

∫

cs2(η)dη. (3.74b)

When m −→ 1, Eq.(3.74) reduces to

B(x, t) = ±2
√

ω(ω − kρ)csch(kx+ ωt+ η0), (3.75a)

C(x, t) = (ω − kρ)(kx+ ωt+ η0) + 2
ω − kρ

tanh(kx+ ωt+ η0)
. (3.75b)
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3.2.6 Rational function solution

To determine algebraic solution to the system of our interest, we set a0 = 0. Multi-

plying Eq.(3.55) with uη one obtains

(ω − kρ)BηBηη = − 1

2ω
BηB

3, (3.76a)

ωCηη = −BBη, (3.76b)

and by simple integration we obtain

B(x, t) = ±2

√

ω(kρ− ω)

kx+ ωt+ η0
, (3.77a)

C(x, t) = 2
kρ− ω

kx+ ωt+ η0
+ C0, (3.77b)

which, when depicting u versus v with C0 = 0, one will obtain a straight line as for limiting

case obtained in Eq.(3.60). All the solutions obtained above are new and deserve many

attentions in investigating the influence of inhomogeneous exchange effect on the dynamics

of magnetic wave in ferrites. It is also important to point out the fact that solutions

given by Eqs.(3.60) and (3.77) are particular because they are due to the presence of

inhomogeneities, while the other solutions can exist even in the absence of inhomogeneities.

3.2.7 Influence of the inhomogeneous exchange effects on the dy-

namics of magnetic waves in ferrites

As pointed out before, the expansion of Jacobi elliptic functions has allow to construct

a series of nonlinear wave solution and periodic solution to the system Eq.(3.49). We now

aim at using some of these solutions to describe the propagation of magnetic waves in

inhomogeneous ferrites. The solutions that particularly retain our attention are

B(x, t) = ±2
√

ω(ω − kρ)sech(kx+ ωt+ η0), (3.78a)

C(x, t) = (ω − kρ)(kx+ ωt+ η0)− 2(ω − kρ)tanh(kx+ ωt+ η0). (3.78b)

These solutions are different from the one obtained in Ref. [30], where solutions are given

under the form

B(x, t) = ±2
√

ω/ksech(kx+ ωt+ η0), (3.79a)

C(x, t) = x− (2/k)tanh(kx+ ωt+ η0). (3.79b)
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Its comes clearly that to the expression given in Eq.(3.79) one must add to x a time-like

parameter. There is an information that does not appears directly through this method,

that is the dispersion relation. Such a relation is important to choose appropriately the

parameters k standing for wave number, and the parameter ω standing for frequency. But

in Ref. [30], such a relation has been given that from the Hirota’s bilinear scheme. From

the results obtained above, it is possible to derive this dispersion relation. Indeed, let us

recall the system of our interest:

(ω − kρ)uηη = a0B − 1

2ω
B3,

ωCηη +BBη = 0.

By simple integration, the second of the above system can be rewritten as follows

Cη = − 1

2ω
B2 + a0, (3.80)

where a0 is the constant of integration. Using the solutions given in Eq.(3.70), we easily

obtain the relation

ω − kρ = a0. (3.81)

Considering in particular that a0 = 1/k, Eq.(3.81) becomes

kω − k2ρ = 1, (3.82)

which is the dispersion relation that has been obtained in Ref. [30]. We can choose

arbitrarily without loss of generality ω = 1, to go further with our analysis. Therefore,

using this value of ω, solution provided in Eq.(3.70) can be rewritten as follows

B(x, t) = ±2
√

1− kρsech(kx+ t+ η0), (3.83a)

C(x, t) = (1− kρ)(kx+ t + η0)− 2(1− kρ)tanh(kx+ t + η0). (3.83b)

Deriving this solution with respect to η, one obtains

Bη = ±
√

1− kρsinh(η)sech2(η), (3.84a)

Cη = (1− kρ)(1− 2sech2(η)). (3.84b)
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Figure 8: One-soliton solution B to the system Eq.(3.49), with the wave number k = 0.5,

(a) ρ = 1 (dashed-dotted line), (b) ρ = −1 (dashed line) and (c) ρ = 0 (solid line) at

times t = 0, depicted versus the magnetization v. One observes that, inhomogeneous

term contribute by increasing the amplitude of the wave when ρ takes negative values,

or contribute by slowing down this amplitude when ρ is taken positive. One also observe

that the parameter ρ also has a contribution on the maximum width of the loop soliton

lρ, that increases or decreases as the amplitude of the wave increases or decreases. The

hight hρ at which this maximum width of the wave occurs is also subjected to changes in

the same way as maximum width.
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From this system Eq.(3.84), it comes that Bη is positive definite for η ∈] − ∞, 0] and

negative definite for η ∈ [0,+∞[. It also comes that Cη = 0 admits two solutions η1 and

η2. Then, vη is positive definite for η ∈] − ∞, η1] ∪ [η2,+∞[ and negative definite for

η ∈]η1, η2[. It is then easy to conclude from the above analysis that v admits two extrema

and changes direction twice, while in the same time u admits one extremum and changes

direction ones. Therefore, by depicting u versus v, one obtains a loop soliton as presented

in Fig.(??).

In Eq.(3.84), one observes clearly that the wave amplitude depends on the inhomoge-

neous parameter ρ. To complete our analysis on the impact of the inhomogeneous term

on the dynamics of the wave, we define the parameter lρ as the maximum width of the

wave and hρ the hight at which it occurs (see Figure (8)). Then by direct calculus, these

parameters can be expressed as follows

l̺ = 2(1− kρ)

(

√
2− arctanh

(√
2

2

))

, (3.85a)

h̺ =
√

2(1− kρ), (3.85b)

which allow the following discussion:

(a) By setting ρ = 0 one obtains the solution of the system free of inhomogeneous

term. Such a solution has been provided in Refs. [14, 16, 18, 29, 71] under some

tractable methods including the Hirota’s billinearization method, inverse scattering

transform, expansion functions, just to name a few. This case then constitutes the

reference case that serves to evaluate the impact of the inhomogeneous parameter

on the dynamics of the wave.

(b) Choosing ρ to be negative (ρ < 0), the amplitude of the wave increases. The

maximum width lρ of the wave also increases along with the height hρ at which this

maximum width occurs. The inhomogeneous exchange effects act here by amplifying

the pulse in ferrites.

(c) While selecting ρ to be positive valued (ρ > 0), the amplitude of the wave decreases

along with lρ and hρ. This means that, inhomogeneous exchange effects contribute

by reducing the pulse profile in ferrite.
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As illustration, we depict in Figure (8) the loop-like soliton solution of the system

(3.49) for different values of the parameter ρ where all the conclusions that have emerged

in the above items, are observed.

In fact, inhomogeneities known as deformations in a system, can be due to external

fields or to the presence of defects, voids and gaps in the materials, and has a significant

effect on the magnetization dynamics of the ferromagnet. The soliton responsible for the

localization is deformed by the presence of inhomogeneities and in particular its structure.

The presence of inhomogeneity delivers dissipation into the system which supports soliton

excitation, but can also inject energy into it.

3.3 Analytical investigation of the solutions to KMM-

system taking into account inhomogeneous exchange

and damping effects

3.3.1 The KMM-system

While investigating the propagation of short-waves in saturated ferromagnetic materi-

als with zero-conductivity in the presence of an external field, Kraenkel and co-authors [25]

have constructed the following nonlinear evolution system

Bxt = BCx, (3.86a)

Cxt = −BBx, (3.86b)

from the Maxwell’s equations, where B is standing for the magnetic field, when C is stand-

ing for the external magnetization. The subscripts x and t denoting partial derivatives

according to space-like and time-like variables respectively. Integrability properties of such

a system has been investigated intensively under some framework including prolongation

structure analysis, Hirota’s bilinearization [26], and inverse scattering transform [27]. As

a result, multi-soliton solutions have been predicted and constructed, the expression of
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the one soliton solution being given as:

B = − c

ıη2
exp(−2ηh)

T
, (3.87a)

C = h− 2

ηT
, (3.87b)

ε+ =
1

ηT
, (3.87c)

where ε+ is an explicit function coming from a variable change connected to x as: x =

h−ε+, details of such a result being provided in Ref. [29] where the full inverse scattering

method has been helpful in constructing such a result. The functions c and T are given

as follows

c = c0 exp(−t/2η), (3.88a)

T = 1− c2

4η2
exp(−4ηh). (3.88b)

The envelop moving left at the constant velocity v = 1/(4η2). This solution has been

shown to be of loop-shape when depicting B versus C [26, 29] and of spike shape when

depicting B versus x [29]. The solution Eq.(3.87) will serve to discuss the contribution of

additional terms that occur in the system taking into account inhomogeneous exchange

and damping effects.

3.3.2 The KMM-system with damping effects

In the windings of Kraenkel, Manna and Merle ideas, Nguepjouo and coworkers [30]

have derived, while considering the Landau-Lifschitz-Gilbert damping, the system

Bxt = BCx − sBx, (3.89a)

Cxt = −BBx, (3.89b)

where s is a constant parameter that translates the damping effects on the dynamic of

waves in ferrites. The initial value problem of this equation has also been investigated in

details by the same authors and, as conclusion, it has appeared that the energy of the

system decreases as time evolves. But till now, analytical expression of the associated

solution has not been provided. It has not even been proven yet that this equation

is integrable or not. Paying attention of such a question of integrability, we propose
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Figure 9: Propagation of one-soliton solution B to the system Eq.(3.89) for s = 0 (solid

line) and s = 20 (dashed line), with the eigenvalue η = 1 at times t = 0, t = 0.0025 and

t = 0.005 depicted versus x (panels (a1), (a2) and (a3)) and versus the Magnetization

induction C (panels (b1) (b2) and (b3)). The solid line (s = 0) is the wave solution of the

KMM-system Eq.(3.86) while the dashed line (s=20) is standing for the approximated

solution of Eq.(3.89). It is observed on this figure that damping acts principally on the

amplitude of the wave while its influence on the width is very low.
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to investigate solution to a nonlinear system from which, through and approximation

one obtains the solutions to the system Eq.(3.88). The system we are talking about is

expressed as follows:

Bxt = BCx − sBx, (3.90a)

Cxt = −α2BBx, α = exp(st), (3.90b)

with s 6= 0. α can be developed in Taylor series near the initial point as follows:

exp(st) = 1 + st+
(st)2

2
+ · · · · · · (3.91)

This equation Eq.(3.90) has the advantage to possess associated Lax-pairs:

yx = ıλ





Cx αBx

αBx −Cx



 y, (3.92a)

yt =





1/4ıλ −αB/2
αB/2 −1/4ıλ



 y. (3.92b)

Following the inverse scattering transform method, while considering α2 ≃ 1, one easily

obtains a solution to the system Eq.(3.89). This approximated solution is given as [65]

B =
e−st

η
sech(ϕ+ ϕ0), (3.93a)

C = h− 1

η
(tanh(ϕ+ ϕ0) + 1), (3.93b)

ε+ =
1

2η
(tanh(ϕ+ ϕ0) + 1), (3.93c)

ϕ = 2η

(

h +
t

4η2

)

, (3.93d)

ϕ0 = − 1

2η
ln

(

ıc0
2η

)

, (3.93e)

which moves at the velocity v = 1/(4η2). Observing solutions Eq.(3.93) and the one given

in Eq.(3.87), it appears that the damping effects contributes on the dynamic of wave by

decreasing its amplitude as wave evolve. The shapes of the waves remaining the same

as for the case of wave solution to the KMM-system. Influence of such a parameter is

depicted in Figure (9) where it is well observe that wave decreases as time evolve. The

impact of damping effects stands to act principally on the amplitude of the wave. It also

has an impact on the width of the wave but, this impact on the width is too weak that it
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can be neglected, as shown in Figure (9), due to ultra fast process assumption occurring in

ferrite during re-magnetization. Since influence of damping effects has been investigated,

we then further discuss the influence of the inhomogeneous exchange effects.

3.3.3 Inhomogeneous exchange influence on the propagation of

waves in ferrites

Known as deformations, inhomogeneity in general represents variations of the physical

interactions due to spatial distortion of the crystal lattice [55, 117]. It also represents

the symmetry breaking or disorder in crystal systems [60]. Inhomogeneities can occur

in materials due to external fields, presence of defects, vacuum or gaps. On the other

hand, inhomogeneity can also be the result of spin interactions. Indeed, knowing that

the magnetization is treated in terms of spin waves and the Heisenberg model allows to

directly treat a set of spins relative interaction depends on the distance between the near-

est neighbors [118]. The usual picture of the two-magnon model is that inhomogeneities

introduce weak interactions between the spin-wave modes that allow the energy of the

uniform precession to leak into a number of other modes, providing an effective damping

of the uniform mode. Alternatively, the effect of the inhomogeneity may be regarded as a

mixing of the eigenmodes of the uniform film in a way that distributes the ferromagnetic

resonance intensity over a number of eigenmodes, resulting in an ferromagnetic resonance

peak composed of a number of overlapping resonances [119, 120]. In certain cases, due

to presence of imperfection, intra-sublattice interaction becomes comparable with inter-

sublattice interaction. In such a situation disorder and frustration takes place in the spin

subsystem. Similarly, inhomogeneity can also be simulated by the deliberate introduction

of imperfections (impurities or organic complexes) in the vicinity of a bond so as to al-

ter the electronic wave functions without causing appreciable lattice distortion [117,120].

These defects cause distortions in atomic shells and induce deformation of the materials.

Inhomogeneities affect significantly the dynamics of magnetization of ferrites [55]. In order

to investigate the inhomogeneous exchange effects on the dynamic of magnetic waves in

ferrites, Kuetche and coworkers [33] have consider the Landau-Lifschitz-Gilbert damping
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Figure 10: Propagation of one-soliton solution B to the system Eq.(3.94) for ̺ = 0

(dashed line) and ̺ = 0.0625 solid line, with the eigenvalue η = 1, s = 0 at times t = 0,

t = 0.0025 and t = 0.005 depicted versus x (panels (a1), (a2) and (a3)) and versus the

Magnetization induction C (panels (b1) (b2) and (b3)). The dashed line (̺ = 0) is the wave

solution of the KMM-system Eq.(3.86) while the continuous line (̺ = 0.0625) is standing

for exact one soliton solution of Eq.(3.94) for (s = 0). It is observed on this figure that

inhomogeneous effects act not on the amplitude, but on the width of the waves. For spike

soliton the width of the wave decreases as observed in panels (a1), (a2) and (a3) while the

width of the loop soliton increases as observed on panels (b1) (b2) and (b3).
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at higher order and have derived the following system

Bxt = BCx − sBx + ̺Bxx, (3.94a)

Cxt = −BBx, (3.94b)

where Bxx stands to translate the inhomogeneous exchange within ferrites. We first con-

sider the case where the damping effects are neglected (s=0) to investigate the contribution

of this inhomogeneous exchange on the propagating wave only. Looking for solutions to

such a nonlinear system, Kuetche [34] has derived via Hirota’s bilinear method soliton

solutions and has depicted B versus C. We aim in this work at constructing in addition

to B versus C, B versus x. Indeed, we consider that solution to Eq.(3.94) can be written

as follows

B = ksechγ, (3.95a)

C = h− p tanh γ, (3.95b)

x = h− r tanh γ, (3.95c)

γ = nh +mt, (3.95d)

the constant parameters k, n, m, p and r are to be determine. Introducing Eq.(3.95) into

Eq.(3.94) we obtain the following system

n2̺−mn + 1 = 0, (3.96a)

np− 2nm = 0, (3.96b)

2mp− k2 = 0, (3.96c)

The first of the above equation Eq.(3.96a) corresponds directly to the dispersion relation

provided in Ref. [34]. Solving this system, we obtain

k = ±2m, (3.97a)

p = 2m, (3.97b)

n =
m±

√

m2 − 4̺

2̺
, (3.97c)

r =
2̺

m±
√

m2 − 4̺
, (3.97d)
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withm2−4̺ ≥ 0. Considering propagation of waves in ferrites without any inhomogeneous

exchange processes, one has to set ̺ = 0 before solving Eq.(3.94). As a result, one recovers

the solutions obtained for the case of KMM-system.

Case of m2 − 4̺ = 0

Explicit expression of the analytical solution of the system Eq.(3.94) is written as

B =
1

η
sechγ, (3.98a)

C = h− 1

η
tanh γ, (3.98b)

x = h− 1

4η
tanh γ, (3.98c)

γ = 4ηh+
t

2η
, (3.98d)

̺ =

(

1

4η

)2

, (3.98e)

where we have replaced m by 1/2η for convenience and have chosen ̺ =
(

1
4η

)2

for sim-

plification in the analysis. Eq.(3.98) stands for exact one-soliton solution to the system

Eq.(3.94) that allows us to depict B vs C as in Ref. [34] and B versus x. To discuss the

contribution of the parameter ̺ on the dynamic of the waves, we evaluate bandwidth at

half height of the wave, the maximum width of the loop wave and the height at which

this maximum width occurs. Indeed we define the quantities L0 and L̺ as the maximum

width of loop solitons, H0 and H̺ the height at which it occurs and the quantities l0 and

l̺ the width at half maximum height of the wave when ̺ = 0 and when ̺ 6= 0. It appears
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Figure 11: Propagation of one-soliton solution B to the system Eq.(3.94) for s = 0, with

the eigenvalue η = 1, ̺ = 0.0625 at times t = 0, depicted versus x and versus C (panels

(a1), (a2)) and the one-soliton solution B to the KMM-system Eq.(3.86) versus versus x

and versus C (panels (b1), (b2)). The parameters l0 and l̺ stand for the width at half

maximum height, L0 and L̺ stand for the maximum width of the loop solitons, H0 and

H̺ represent the magnitude at which the width of the loops solitons are maximal and A0

and A̺ represent the magnitude at which the cross over occurs.
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that

L̺ =
1

η

(

√
3− 1

2
arctanh

(√
3

2

))

, (3.99a)

L0 =
1

η

(

√
2− arctanh

(√
2

2

))

, (3.99b)

l̺ =
1

4η

(

2 ln(2 +
√
3)−

√
3
)

, (3.99c)

l0 =
1

2η

(

2 ln(2 +
√
3)−

√
3
)

, (3.99d)

H̺ =
1

2η
, (3.99e)

H0 =

√
2

2η
, (3.99f)

From these expressions it is shown clearly that ∆ = L̺ − L0 > 0 and δ = l̺ − l0 < 0.

The influence of inhomogeneous exchange within ferrites begin to give some ideas since

for the same amplitude, the additional dispersive term increase the maximum width of

the loop soliton while the bandwidth at half maximum height of the spike wave decreases

as presented in Figures.(10) and (11), comforted with expressions given in Eq.(3.99). To

investigate more deeply the influence of inhomogeneous exchange effects on the dynamics

of magnetic waves in ferrites, further investigations are needed while considering the case

where m2 − 4̺ > 0.

Investigating solutions to the system Eq.(3.94), since it is not proven integrable, it

is possible to find a solution that, under some approximation, verify Eq.(3.94). On the

regards of the above solutions provided for s = 0, ̺ 6= 0 given in Eq.(3.98) and the solution

obtained for s 6= 0, ̺ = 0, we deduce an approximated solution to Eq.(3.94), written as

follow

B =
e−st

η
sechγ, (3.100a)

C = h− 1

η
tanh γ, (3.100b)

x = h− 1

4η
tanh γ, (3.100c)

γ = 4ηh+
t

2η
, (3.100d)

̺ =

(

1

4η

)2

, (3.100e)
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provided st is very small that e−2st ≃ 1. This consideration is in accordance with the

ultra fast processes in ferrites which practically can be refer to data inputs which undergo

some fast re-magnetization process within magnetic memory devices [34].

Case of m2 − 4̺ > 0

In this case, while considering the system free of damping effects, Eq.(3.98) takes the

following expression

B =
1

η
sechγ, (3.101a)

C = h− 1

η
tanh γ, (3.101b)

x = h− 4η̺

1 + ǫ
√

1− 16η2̺
tanh γ, (3.101c)

γ =
1 + ǫ

√

1− 16η2̺

4η̺
h +

t

2η
, (3.101d)

which alow construction of magnetic waves with arbitrarily chosen non zero ̺. Similarly

to the previous analysis, at t = 0 we evaluate H̺, l̺ and L̺ to be expressed as follows

H̺ =

√

4̺

1 + ǫ
√

1− 16η2̺
, (3.102a)

l̺ =
4η̺

1 + ǫ
√

1− 16η2̺

(

2 ln(2 +
√
3)−

√
3
)

, (3.102b)

L̺ =
2

η

√

1− 4η2̺+ ǫ
√

1− 16η2̺

1 + ǫ
√

1− 16η2̺

− 8η̺

1 + ǫ
√

1− 16η2̺
arctanh

(
√

1− 4η2̺+ ǫ
√

1− 16η2̺

1 + ǫ
√

1− 16η2̺

)

, (3.102c)

where ǫ = ±1. According to the parameter ǫ, we observe different behavior for the same

value of ̺. Then, the parameter ǫ characterizes two types of inhomogeneities that can

occur in ferrite having different effects on the parameter of the wave. Such information is

illustrated in Fig.(12) and confirmed in Fig.(13). When considering the case with s ≥ 0,
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Figure 12: Evolution of height H̺ at which maximum width of loop occurs versus ̺

(panel a1), evolution of the width L̺ versus ̺ (panel a2) and variation of width at half

maximum l̺ versus ̺ (panel a3) For different values of ǫ.
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Figure 13: One-soliton solution of the system Eq.(3.94). For the case ǫ = +1 (panels a1

and a2) one observe that H̺ and L̺ decrease as ̺ increase for the loop (panel a2) while

the bandwidth increase as ̺ increase for the spike (panels a1). When ǫ = −1 the previous

process reverse (panels b1 and b2).
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one obtains

B =
e−st

η
sechγ, (3.103a)

C = h− 1

η
tanh γ, (3.103b)

x = h− 4η̺

1 + ǫ
√

1− 16η2̺
tanh γ, (3.103c)

γ =
1 + ǫ

√

1− 16η2̺

4η̺
h +

t

2η
, (3.103d)

which approaches the solution of the system Eq.(3.94) under the ultra fast process assump-

tion. Under this approximation, the values of L̺, l̺ and H̺ do not vary significantly. Such

a result is in accordance with the one obtained in Ref. [121] for YIG film. It appears that

the damping effects are not only characteristic of the properties of the material, but must

have something to do also with some parameters of the wave itself Ref. [55]. To bring fur-

ther information about the contribution of damping effects and inhomogeneous exchange

processes on the dynamics of waves in ferrites we provide the following equation

E =
1 + ǫ

√

1− 16η2̺

16η4̺

√

1− sech2γ

1− sech2γ

(

2sη +

√

1− sech2γ

)

sech2γ

− 1

4η3
sech2γ

1− sech2γ

(

η − 1 + ǫ
√

1− 16η2̺

4η̺
sech2γ

)

+
1

2η2

(

1 + ǫ
√

1− 16η2̺

4η̺

)2

(1− sech2γ)sech2γ, (3.104)

which stands for the energy density of the moving wave given in Eq.(3.103). In all of

the cases ǫ = 1 or ǫ = −1 this energy density E decreases as x increases and, when

̺ increases, energy density decreases for ǫ = 1 and increases for ǫ = −1. Presence of

inhomogeneities cause dissipation in the system exciting the soliton or can also bring in

energy. We depict in Fig.(12) the evolution of height H̺ versus ̺ alongside with the

evolution of the width of the spike l̺ versus ̺. This figures show that according to the

parameter ǫ these quantities behave in the same manner, increasing when ǫ = +1 and

decreasing when ǫ = −1. This result is coherent with the result obtained in Eq.(3.101)

and depicted in Fig.(12) for different values of ̺. For ǫ = +1 it appears clearly that L̺

decreases as ̺ increases and for ǫ = −1 L̺ increases as ̺ increases. It was not evident to

provide analytical expression of A̺. Meanwhile, it appears in Fig.(13) that A̺ increases

as ̺ increases for ǫ = 1 and A̺ decreases as ̺ increases for ǫ = −1.
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Figure 14: Energy densities Eq.(3.104) depicted for the case ǫ = +1 (panels a1) where

one observes that energy density increases when ̺ increases. For the case ǫ = −1 (panels

a2) a reverse process is observed where energy density decrease when ̺ increases. Such a

result complete and confirms the one presented in Fig.(12)
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Now that we have investigated analytically the solution of the system Eq.(3.94), and

have constructed its solution without damping effects and, have also constructed approxi-

mated solution while considering zero inhomogeneous exchange effects under the ultra-fast

process assumption, it is thus important to verify if this solution can be confirmed nu-

merically.

3.3.4 Numerical simulations

Investigating solutions to nonlinear evolution equations, one often derive when possible

exact analytical solutions when equation is proven integrable. When on the contrary it

appears difficult to solve exactly the nonlinear system under interest, it sometimes appears

that approximated solutions can be derived and, in this case, further investigations are

necessary. As far as we are concerned with inhomogeneous exchange within ferrite, we

found it difficult to solve exactly the nonlinear system Eq.(3.94), but we have been able to

propose a solution that approximates the solutions to the aforementioned system under

a condition that translate ultra fast processes in ferrites. We now pursue with numerical

investigations to confirm the results that have come out from analytical investigations.

Indeed, we use the finite difference method with initial conditions given as:

B(x, 0) =
1

η
sech (2ηh+ ϕ0) , (3.105a)

C(x, 0) = h− 1

η
tanh (2ηh+ ϕ0) , (3.105b)

x(h, 0) = h− 1

2η
tanh (2ηh+ ϕ0) . (3.105c)

We present in Fig.(15) the evolution of loop and spike soliton, solutions of Eq.(3.94).

On this figure, it appears that numerical simulation and analytical results are matching

very well. Such a result confirms the investigations carried out in the previous section.

Then, going forward in the windings of the previous analysis, we discuss numerically the

case where the damping effect is taken into account (s 6= 0). We depict in Fig.(15) the

solution of the system Eq.(3.94) in which one observe that once more, analytical and

numerical simulations are matching. It appears that the combined effects of damping an

inhomogeneous exchange contributions on the dynamics of the wave are: decreasing the

amplitude of the wave, increase the width of the loop wave and decrease the bandwidth
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Figure 15: Propagation of one-soliton solution B to the system Eq.(3.94) for s = 20, with

the eigenvalue η = 1, ̺ = 0.0625 at times t = 0, t = 0.0025 and t = 0.005 depicted versus

x (panels (a1), (a2) and (a3)) and versus the Magnetization induction C (panels (b1) (b2)

and (b3)). One observes that, for the combine effects of damping and inhomogeneous

exchange, analytical and numerical solutions match.
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at half maximum amplitude of the wave.

The numerical simulations then confirm the analytical result.

3.3.5 Discussion of the results

We have investigated the influence of inhomogeneous exchange and damping effects

on the dynamics of wave in ferrites. Indeed, we have constructed analytical solution of

the system Eq.(3.94) that model the dynamics of such waves in which involve parameters

s and ̺ that model damping and inhomogeneous exchange respectively. As a result, the

following conclusions have risen out

(a) For the case where ̺ = 0, we observe that for s > 0, the damping effects act on the

wave which decrease as time evolve. The bandwidth not changing significantly in

the case of ultra fast process assumption as observed in Fig.(??). Such a result has

been predicted and obtained in Ref. [121] and references therein.

(b) When considering the inhomogeneous exchange only (̺ 6= 0), it appears that two

cases came out according to a parameter ǫ that takes two different values which are

ǫ = +1 and ǫ = −1. The parameters that help characterizing these inhomogeneous

exchange effects being the maximum width of the loop wave L̺, the height H̺ at

which this maximum width occurs and the width l̺ at half maximum as provided

in Fig.(??).

* When ǫ = +1 it has appeared that the maximum width L̺ of the loop soliton

decreases as ̺ increases and the height H̺ at which its occurs increases as ̺

increases . As illustration we have depicted in Fig.(12) (dashed line) and in

Fig.(13) (panels (a1) and (a2)) the evolution of H̺ and L̺ versus ̺. For the

spike soliton solution that are originated from the depiction of B versus x, one

has observed reverse processes where the width at half maximum l̺ increase as

̺ increases as depicted Fig.(12) (panels (a3) ).

* When ǫ = −1 One observe a reverse process that is, L̺ increases while H̺ de-

creases as ̺ increases, while l̺ decreases as ̺ increases as observed in Figs.(12)

and (13). In both cases (ǫ = +1 and ǫ = −1), energy densities have been
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provided in Eq.(3.104) and depicted in Fig.(14) for two different values of ̺,

which complete and confirm the previous results. All the behaviors described

here are simply due to the type of inhomogeneity present in the ferrite.

(c) When considering the combined effects of damping an inhomogeneous exchange

process within ferrites, the evolution of waves are subjected to loss of energy with

time, characterized by the decreasing of the wave amplitude and, according to the

value taken by ǫ the bandwidth of the wave increase or decrease with ̺.

(d) Further investigations have been carried out to confirm the above analytical results.

Indeed we have proceeded to some numerical simulations. We have followed the finite

difference method and, as a result, it has come out that the analytical and numerical

simulations are matching very well. We have depicted in Fig.(15) the analytical

and numerical results where the combined effects of damping and inhomogeneous

exchange have been taken into account.

In ferrites made of polycrystal, inhomogeneous exchange process and damping effects must

be taken into account when investigating the propagation of wave in such media. The

system Eq.(3.94) thus respond to this demand. Investigating the solution of such equation,

it appears that two different types of inhomogeneities occur that increase or decrease the

width of the wave according to the parameter that characterizes the inhomogeneity. One

can also think about ferrites that combine the two different types of inhomogeneities that

come periodically. Therefore combined effects will occur that is, width of the wave will

increase and decrease alternatively and one will observe a sort of wave that breath as time

evolves. Another scenario can occur that is, the combined types of inhomogeneities in the

same material may help in reducing the effects of inhomogeneous exchange within ferrite

which will result to a stable profile that is near to the result of KMM-system, that does

not takes into consideration these combined effects.

Conclusion

In this chapter, we have firstly studied analytically the influence of the damping effects

on the dynamic of short waves in ferrites and confirmed analytical results while proceeding
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to some numerical simulations throughout finite difference method. Indeed, to carry out

our gold, the mathematical toll described by Konno [101] has been used to deal with the

system under current interest. We have constructed a system that is Lax integrable and

that approximates in some conditions that have been specify, the damped-KMM system.

Under this conditions, we have generated analytical expressions of the solutions to the

damped-KMM system. We have investigated, numerical simulations to confirm the results

obtained analytically.

Secondly, we have constructed new traveling wave solutions to the inhomogeneous

system of our interest using Jacobi elliptic expansion method. As a result, it appeared

that inhomogeneity increases or decreases the amplitude of travelling wave due to the

value taken by the inhomogeneous parameter.

Finally, we have presented the analytical solution of the KMM-system taking into ac-

count the both effects of damping and inhomogeneous exchange. Pursuing our analysis,

we have discussed the case of inhomogeneous exchange effects and have proposed ana-

lytical one soliton solution to the system Eq.(3.94) where damping effects are neglected

(s = 0). It appeared as a result that, for a leading case verified by ̺, inhomogeneous ex-

change parameter acts on the wave by reducing it bandwidth for the case of B versus x, or

increasing the maximum width of the loop soliton for B depicted versus C. The amplitude

of the wave and its shape are conserved in this case. In regards to the previous solutions,

we have proposed an approximated solution to the system Eq.(3.94) that takes into ac-

count the combined effects of damping and inhomogeneous exchange. Then, through this

solution, we have characterized the wave moving in such medium while evaluating the

maximum width of the loop soliton L̺, the height H̺ at which it occurs and, for the spike

soliton we have evaluated the width at half maximum of the wave l̺. It has appeared

as a result that, according to a parameter ǫ, l̺, the height H̺ decrease as ̺ increases

when in the same time L̺ increases (ǫ = −1). A reverse process has been obtained for

the case (ǫ = +1). We have illustrated the different situations in Fig.(12) and Fig.(13).

To complete these analysis, we have provided the energy densities for both cases of ǫ in

Eq.(3.104) and depicted these energies in Fig.(14) where for two different values of ̺ one

observe in each case how energy is influenced by inhomogeneity. To further investigate

the analytical results obtained, we have proceeded to some numerical simulations. We
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have followed indeed the finite difference method. Conclusion that appeared at the end of

such analysis is that: numerical and analytical results are matching very well. Illustration

is given in Fig.(15), where we have depicted analytical solution Eq.(3.103) and numerical

solution obtained under the initial conditions provided in Eq.(3.105).
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General Conclusion

In this work, our main goal was to investigate the effects of damping effects and inho-

mogeneous exchange on the propagation of magnetic waves in ferrites. In order to answer

this preoccupation, our approach included three important steps. We have investigated

at first the damping effect, later on the effect of inhomogeneous exchange and finally the

combined effects of damping and inhomogeneous exchange on the propagation of waves

in ferrites.

In regards to damping effect on the wave propagation in ferrites, we paid attention on

the dissipative KMM-system that describes the propagation of short-waves in magnetic

insulators. Since this equation has not been proven completely integrable and solution

has not been provided, we have proposed a nonlinear integrable system with associated

Lax-pairs which, through an approximation that translate ultra-fast process, one easily

recover the dissipative KMM-system of our interest. Investigating via the inverse scatter-

ing transform method the integrable system following particularly the WKI-scheme, we

have constructed, while considering an ultra-fast process approximation, soliton solutions

to the dissipative KMM-system and have presented analytical expressions in Eq.(3.46).

This analytical expressions show that amplitude of the wave is proportional to an expo-

nential function that decreases as time evolve. It then appeared that the wave survive

only if we are on an ultra-fast process. In order to confirm predictions of analytical results

obtained, we have proceeded to some numerical simulations. We have followed indeed the

finite difference method and, as a result, we have depicted in Figure 6 numerical and

analytical results showing the dynamics of magnetic wave in ideal ferrite (free of damping

effects). It appeared that analytical and numerical results match perfectly, showing that

numerical analysis has been well carried out. The results presented for the non-dissipative

KMM-system is in accordance with results provided by Kuetche et al. and Tchokouansi
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et al. [26, 29]. While considering s 6= 0 and s > 0, the damping effect on the dynamic of

magnetic wave appeared to behave very similarly with the results obtained analytically.

We have then depicted in Figure 7 numerical solutions superposed on analytical solution

and have observed that the solutions also coincide here. This Figure 7 shows that an-

alytical results carried out previously is in accordance with predictions. The damping

parameter on the propagation of waves in ferrite acts just on the amplitude of the waves

during their motion and not on the profile. A question then arises to know if there are

parameters that may act simultaneously on the profile and amplitude of the wave during

it motion in ferrites.

In regards to inhomogeneous exchange effect, we have paid attention to a nonlinear

system describing the propagation of short-waves in ferrite, in which inhomogeneous ex-

change effects have been taken into account. This system, namely Eq.(3.49), has been

investigated under the Hirota’s bilinear method and multi-soliton solutions have been pro-

vided, which are of loop types. The present work was devoted first of all in constructing

new solutions to the same system (3.49). Indeed, the Jacobi elliptic functions expansion

method has been used and, as a result, number of new exact solutions have been derived

which are periodic functions. Their limiting cases have been provided where the modulus

of the Jacobi’s elliptic functions tend to one (m −→ 1). These limiting case solutions

appeared to be localized solutions. One solution has particularly retain our attention,

which is the one given in Eqs.(3.65) and (3.69) which, compare to the result obtained by

Kuetche et al. [26] possess an additional term of time in the v solution. The second step

was to investigate the influence of inhomogeneous terms in ferrites. To achieve such a

task, we have used the solution given in Eqs.(3.65) and (3.69). From this equation, we

have evaluated the maximum width of the loop wave and the height at which it occurs.

With their explicit expressions at hand, it was possible to conclude on the influence of

inhomogeneous exchange on the dynamics of the wave in ferrite. It appeared that for

ρ negative, the amplitude of the wave increases along with the maximum width lρ and

the height hρ at which it occurs. When ρ is taken positive, the opposite phenomenon is

observed. It is then clear that, under the light cone of the analysis made here and the

solutions obtained, there are two types of inhomogeneities in ferrites that are represented

with the values taken by ρ. One cannot exclude the fact that in ferrite, the two types of
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inhomogeneities can appear periodically or can be randomly distributed. In the periodical

appearance of inhomogeneities, one may observe a wave that moves while breathing due

to the compensation between inhomogeneities such that the mean wave can move as if

there were no inhomogeneous exchange effects in the considered material. For the case

were the inhomogeneities appear randomly, the wave moves while breathing irregularly in

function of the type of inhomogeneities encounter.

In regards to combined effect of damping and inhomogeneous exchange, we have con-

sidered the KMM-system that appears to describe propagation of wave in ferrites free of

damping and inhomogeneous exchanges. We have recalled the analytical solutions ob-

tained for the previous equation and have used the associated one-soliton for comparison

purpose. Aiming at investigating the influence of damping effects in the dynamic of waves

in such a medium we have derived a solution that, under some approximation (approxi-

mation that approves the ultra-fast process assumption) verify the system Eq.(3.89). As

a result, it appears that damping has as effect to decrease the amplitude of the wave as

it evolves. Pursuing our analysis, we have discussed the case of inhomogeneous exchange

effects and have proposed analytical one-soliton solution to the system Eq.(3.94) where

damping effects are neglected (s = 0). It appeared as a result that, for a leading case

verified by ̺, inhomogeneous exchange parameter acts on the wave by reducing it band-

width for the case of B versus x, or increasing the maximum width of the loop soliton

for B depicted versus C. The amplitude of the wave and its shape are conserved in this

case. In regards to the previous solutions, we have proposed an approximated solution

to the system Eq.(3.94) that takes into account the combined effects of damping and in-

homogeneous exchange. Going over the leading case verified by ̺, we have investigated

the influence of the inhomogeneous exchange process in ferrites of different homogeneities.

Indeed, we constructed solution of Eq.(3.94) without damping, that is expressed explicitly

as function of ̺. Then, through this solution, we have characterized the wave moving in

such medium while evaluating the maximum width of the loop soliton L̺, the height H̺

at which it occurs and, for the spike soliton we have evaluated the width at half maximum

of the wave l̺. It has appeared as a result that, according to a parameter ǫ, l̺, the height

H̺ decrease as ̺ increases when in the same time L̺ increases (ǫ = −1). A reverse process

has been obtained for the case (ǫ = +1). We have illustrated the different situations in
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Figure (12) and (13). To complete these analysis, we have provided the energy densities

for both cases of ǫ in Eq.(3.104) and depicted these energies in Figure (14) where for two

different values of ̺ one observe in each case how energy is influenced by inhomogeneity.

From the results obtained throughout as inhomogeneous effects, it has appeared two

types of inhomogeneities that can be recognized by their effects on the waves. These

effects consisting of increasing or decreasing the width of the waves as it moves. Each

effect will then be observed in ferrites made of one crystal with particular inhomogeneity.

But one may think about poly crystals in which the two different types of inhomogeneities

are structured periodically, then one will observe increasing and decreasing of width of

the wave leading to a sort of wave that breath as it evolve. One may also think about

reducing the effects of inhomogeneous exchange within ferrite by introducing the two types

of inhomogeneities so that the effect of these two types of inhomogeneities will compensate

each order. In this case, the mean wave will evolve as if there is no inhomogeneity in the

medium as described by the KMM-system. To further investigate the analytical results

obtained, we have proceeded to some numerical simulations. We have followed indeed the

finite difference method. Conclusion that appeared at the end of such analysis is that:

numerical and analytical results are matching very well. Illustration is given in Fig.(3.92),

where we have depicted analytical solution Eq.(3.103) and numerical solution obtained

under the initial conditions provided in Eq.(3.102). This result sustains the analytical

results obtained in section 3.3. Now that numerical simulations have been carried out

along with analytical results that are not in contradiction, the further investigation should

consist of experimental investigations.

We have obtained in this work solutions that are loop-shaped for the case of magnetic

field depicted against the magnetization. We have not heard as far as we are concerned

with such a loop-soliton that it has been obtained experimentally. It seems then judicious

to look for alternative model equations which solution may be single-valued. Such systems

may help understanding very deeply the dynamics of waves in magnetic materials, and

one will have as advantage that single valued solutions have been obtained experimen-

tally. Such an approach has recently been carried out by Saravanan et al. [56] where a

modified KdV equation has been shown to describe propagation of short-waves in ferrites.

Breathers as solutions have been constructed. Similar investigations can be made under
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some different conditions and one may obtain novel equation that, we are sure, will be

helpful in describing the propagation of single-valued short waves in inhomogeneous fer-

rites. There are in the literature so many equations of physical implication that have not

been proven integrable and there are poor knowledge on the analytical description of the

dynamics of their wave solutions. One of such example is the vector short pulse equation

describing the propagation of ultra-short waves in optical fibers. Such systems deserve

deep investigation both analytically and numerically. These problems will constitute the

matter of future investigations.
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[96] Sozonov S and Sobolevskĭi A 2011 J. Exp. Theor. Phys. 96 1019

[97] Rabelo M 1989 Stud. Appl. Math. 81 221

[98] Flanders H, Differential Forms (New-York: Academy, 1963)

[99] Choquet Y B, Geometrie Differentielle et Systèmes Extérieurs (Paris: Dumod, 1968)

[100] Cartan E, Les Systèmes Différentiels Extérieurs et Leurs Applications Géométrique

(Paris: Dumod, 1945)

[101] Slebodzinski W, Exterior Forms and Applications (Warsaw: Polish Scientific Pub-

lichers, 1970)

[102] Harrison B K and Estabrook F B 1971 J. Math. Phys. 12 653

[103] Wadati M, Konno K, Ichikawa Y H 1979 J. Phys. Soc. Jpn 47 1698

[104] Kobayashi S Nomizu K, Foundation of differential Geometry (New-York: Wiley,

1963)

[105] Hermann R, Interdisciplinary Mathematics (Brookline: Math. Sci. Press, 1975)

[106] Milne-Thomson L M, Jacobian Elliptic Functions, Theta Functions and Elliptic

Integrals (Washington, D C 1964)

[107] Abel N H, Recherches sur les Fonctions Elliptiques (Edited by: Sylow L 1881)

[108] Jeffreys S H and Jeffreys L B S, Methods of Mathematical Physics (Cambridge

University Press,1956)

[109] Zhou Y B, Wang M L and Wang Y M 2003 Phys Lett A. 308 31

Ph.D. Thesis Year 2020



BIBLIOGRAPHY 130

[110] Wang M L and Zhou Y B 2003 Phys Lett A 318 84

[111] Elboree M K 2011 Comput. Math. Appl. 62 4422

[112] Li H, Wang K M and Li J B 2013 Appl. Math. Model. 37 7644

[113] Zahran E H M and Khater M M A 2016 Appl. Math. Model. 40 1769

[114] Triki H and Wazwaz A M 2016 J Electromagn. W. Appl 30 788

[115] Li B Q and Ma Y L 2017 Optik 144 149

[116] Pradip N, Numerical Analysis and Algorithms (Tata McGraw-Hill, 2003)

[117] Saravanan M and Cardoso W B 2019 Commun. Nonlin. Sci. and Numer. Simulation

69 176

[118] Ashcroft N W and Mermin N D, Solid State Physics (W. B. Saunders Company

1976)

[119] McMichael R D and Krivosik P 2004 IEEE Trans. Magn. 40 2

[120] McMichael R D, Twisselmann D J and Kunz A 2003 Phys. Rev. Lett. 90 227

[121] LeCraw R C, Spencer E G and Porter C S 1958 Phys. Rev. 110 1311

[122] Sakovich S 2008 J. Phys. Soc. Jpn. 77 123001

Ph.D. Thesis Year 2020



Chaos, Solitons and Fractals 119 (2019) 203–209 

Contents lists available at ScienceDirect 

Chaos, Solitons and Fractals 

Nonlinear Science, and Nonequilibrium and Complex Phenomena 

journal homepage: www.elsevier.com/locate/chaos 

Influence of damping effects on the propagation of magnetic waves in 

ferrites 

Robert Tamwo Tchidjo 

a , b , c , Hermann T. Tchokouansi a , b , c , ∗, E. Tchomgo Felenou 

a , b , 
Victor K. Kuetche 

a , b , c , d , Thomas B. Bouetou 

a , b , c , d 

a National Advanced School of Engineering, University of Yaounde I, P.O. Box 8390, Cameroon 
b Department of Physics, Faculty of Science, University of Yaounde I, P.O. Box 812, Cameroon 
c Centre d’Excellence en Technologies de l’Information et de la Communication (CETIC), University of Yaounde I, Yaounde P.O.Box 812, Cameroon 
d The Abdus Salam International Centre for Theoretical Physics (ICTP), Strada Costiera, Trieste 11-I-34151, Italy 

a r t i c l e i n f o 

Article history: 

Received 24 September 2018 

Revised 28 November 2018 

Accepted 2 December 2018 

PACS: 

05.45.Yv 

Keywords: 

Kraenkel–Manna–Merle system 

Ferromagnetic insulator 

Inverse scattering transform 

Damping effects 

Numerical simulations 

a b s t r a c t 

In this paper, we study in details the propagation of ultra short waves in magnetic insulators. We dis- 

cuss the Kraenkel–Manna–Merle (KMM) system, derived from the Maxwell’s equations in which damping 

effects and nonlinearity set in from the first order Landau–Lifshitz–Gilbert equation. We investigate this 

system analytically, using the well developed inverse scattering transformed method and, as a result the 
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. Introduction 

Nonlinear media have attracted over years so many attention

nd this situation is still going on. The reason is that, these

edia often present some particularities that are of technological

mportance. Studying these media, there are nonlinear model

quations that come out describing their dynamic under some

erturbation. Thus, there are number of evolution equations in the

iterature that describe wide range of physical phenomena such as,

he Korteweg-de Vries equation [1] describing the propagation of

ater waves, the nonlinear Schrödinger equation [2–4] describing

he propagation of waves in optical fibers under the slowly varying

nvelope approximation, the stretched rope equation [5,6] describ-

ng the propagation of transverse oscillation of elastic beam under

ension, just to name a few. Constructing such nonlinear evolution

quation, a challenge often arises, the one of investigating the

ntegrability of these systems, useful for deep comprehension

f the dynamic of the media they model. To respond to this
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hallenge, number of approaches have been proposed including

he Painlevé analysis [7] , Hirota’s bilinearization [8–15] , collective

oordinate theory [16] , Riccati mapping method [17] , Darboux

ransformation [18,19] , Bäcklund transformation [20] and inverse

cattering transform (IST) [21–23] . As far as we are concerned

ith wave possessing vanishing tails, the IST method appears to

e one of the most important discovery in soliton theory. There

re number of nonlinear evolution equations that are integrable by

eans of this technique, most of them being gathered in two prin-

ipal classes: the Ablowitz–Kaup–Newell–Segur (AKNS) systems 

24] and the Wadati Konno and Ichikawa (WKI) system [25] to

hich belongs the Kraenkel–Manna–Merle (KMM) system, describ-

ng the propagation of magnetic field in ferromagnet with zero

onductivity. 

The KMM-system has been investigated under some tractable

ethods including the Hirota’s billinearization [26–30] , inverse

cattering transform [31] and most recently, the generalized G 

′ /G −
xpansion method [32] and auxiliary equation method [33] . In each 

f the cases, soliton solutions with loop-profile and singularity

ave been constructed and studied in details. 

In Ref. [26] the KMM-system has been generated while tak-

ng into account the Landau–Lifshitz–Gilbert damping at first or-

er. To our Knowledge, the contribution of this damping effect,
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characterized by a parameter s on the dynamic of magnetic waves

in ferrites has only been investigated via the phase portraits

analysis. 

The object of the present work is to investigate analytically the

influence of the damping effects on the dynamic of short waves in

Ferrites and to confirm analytical results while proceeding to some

numerical simulations. Indeed, to carry out our gold, the mathe-

matical tool described by Konno [34] is used in Section 2 to deal

with the system under current interest. Since to our knowledge the

Lax-pairs of this system is unknown till now, we provide a system

of equations that is Lax integrable and that approximate in some

conditions which will be specify, the damped-KMM system. Under

these conditions, we provide analytical expression of the solutions

to the damped-KMM system which, to our knowledge, has not yet

been constructed in previous work. In Section 3 , the numerical so-

lutions are used to confirm the consistency of the analytical solu-

tions. We end this work with a brief summary and perspective. 

2. Soliton solution of the damped-KMM system 

While investigating the propagation of short-waves in saturated

non-conductive ferromagnetic materials immersed in an external

field, Nguepjouo and coworkers [26,35] have constructed from the

Maxwell’s system, the following nonlinear system 

p xt = pq x − sp x , (1a)

q xt = −pp x , (1b)

where the Landau–Lifshitz–Gilbert equation [26,35–37] has been

taken into account and where the quantities p and q represent

the magnetization density and the magnetic induction respectively.

The parameter s stands for the contribution of damping effects,

when subscripts t and x are partial derivatives which stand for the

time-like and space-like variables respectively. Kraenkel and coau-

thors [36] , while neglecting damping effects ( s = 0 ) have found

a link of the above system with the famous sine-Gordon equa-

tion which multi-solitons are well known. From this solutions,

the analytical expression of the KMM system has been provided.

The system (1a) has been investigated by many methods. In Refs.

[26,32,33,35,38] this has been investigated under many methods

and, apart from the results provided in Ref. [26] where the phase

portraits provide some information on the dynamics of magnetic

waves in ferrites, in all the other paper it has been difficult to give

explicit solution of the system (1a) in which involve the parameter

s different from zero, that will set it clear the influence of damping

effects on moving magnetic waves in ferrites. 

Evaluating a zero-curvature formulation while restricting atten-

tion to the SL (2, R ) symmetry [35] , it has been shown that the sys-

tem (1a) is integrable under the condition ( s = 0 ). This result has

been confirmed in Ref. [32] where rich soliton solutions have also

been provided under the same condition. Lax-pairs of the system

(1a) free of damping effects (s = 0) is given as 

ζx = ıλ

(
q x p x 
p x −q x 

)
ζ , (2a)

ζt = 

(
1 / 4 ıλ −p/ 2 

p/ 2 −1 / 4 ıλ

)
ζ . (2b)

In order to take into account the damping effects, we then pro-

pose phenomenologically a new system, that is close to Eq. (1a) as

follow 

p xt = pq x − sp x , (3a)

q xt = −α2 pp x , α = exp (st) , (3b)
ith s � = 0. α can be developed in Taylor series near the initial time

s follow: 

xp (st) = 1 + st + 

(st) 2 

2 

+ · · · · · · (4)

hile considering very small values of st that correspond to ultra

ast processes assumption, α2 may be restricted to the first order

s, α2 � 1. At this condition, the system Eq. (3) appears to be a

ood approximation to the system Eq. (1a) . To investigate analyti-

ally the influence of such a parameter on the dynamic of waves in

errites, this equation will constitute our starting point along with

he approximation condition on α. 

It is easy to show that the system Eq. (3) is completely inte-

rable via some tractable methods including prolongation struc-

ures analysis [39] . The proof of this integrability lies in its asso-

iated Lax-pairs expression: 

 x = ıλ

(
q x αp x 

αp x −q x 

)
ς , (5a)

 t = 

(
1 / 4 ıλ −αp/ 2 

αp/ 2 −1 / 4 ıλ

)
ς . (5b)

These Lax-pairs will constitute the starting point to the investi-

ation of the inverse scattering transform method. According to the

xpressions of the above Lax-pairs, we suitably follow the scheme

escribed in Refs. [31,34] . 

It seems important talking about the scheme described by

onno [34] that, it has been developed for the case where the Lax-

airs are not explicit functions of independent variables. To solve

xactly the above system Eq. (3) , it will then be important to de-

elop the Konno’s [34] scheme in order to derive the solutions of

onlinear evolution equations for systems, which associated Lax-

airs are explicit functions of independent variable. Since Eq. (3) is

ot the one we are focussing our attention on, throughout this pa-

er, we will follow the Konno’s [34] scheme associated with the

pproximation given in Eq. (4) , restriction being made at the first

rder, to derive solution of the system Eq. (1a) of our interest. 

We first define associated Jost functions given as 

(φ, φ̄) → 

(
exp (−ıλx ) 0 

0 − exp (ıλx ) 

)
as ′′ x → −∞ , (6)

nd 

( ψ̄ , ψ) → 

(
exp (−ıλx ) 0 

0 exp (ıλx ) 

)
as ′′ x → + ∞ . (7)

he functions φ, φ̄, ψ and ψ̄ being related by scattering coeffi-

ients as follows 

(φ, φ̄) = ( ψ̄ , ψ) 

(
a b̄ 
b −ā 

)
, (8)

here the data a, ā , b, ̄b verify 

a b ̄
b −ā 

∣∣∣∣ = −1 . (9)

onsidering λ to be complex-valued we have 

φ̄1 (λ) 

φ̄2 (λ) 

)
= 

(
φ� 

2 (λ
� ) 

−φ� 
1 (λ

� ) 

)
, 

(
ψ̄ 1 (λ) 

ψ̄ 2 (λ) 

)
= 

(
ψ 

� 
2 (λ

� ) 
−ψ 

� 
1 (λ

� ) 

)
, (10)

rom which we one obtains 

¯
 (λ) = a � (λ� ) , b̄ (λ) = b � (λ� ) . (11)

or large λ, asymptotic behavior of the Jost functions can be inves-

igated under the boundary conditions 

q x → 1 

p x → 0 

}
as | x | → ∞ . (12)
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e define the quantity 

1 = exp 

(
−ıλx + 

∫ x 

−∞ 

θ (λ, l )d l 

)
, (13) 

nd substituting Eq. (13) into Eq. (5) , we obtain 

t = 

1 

2 

[(
q x + 1 − θ

ıλ

)
p 

p x 

]
x 

, (14a) 

x + θ2 − 2 ıλθ − λ2 = 

p xx 

p x 
θ − ıλp x 

(
q x + 1 

p x 

)
x 

− λ2 (q 2 x + α2 p 2 x ) , 

(14b) 

here it appears clearly that θ is a conserved quantity. Let us now

xpand θ in power series of ıλ as follows 

= 

∞ ∑ 

j= −1 

θ j 

(ıλ) j 
, (15) 

hich, substituted in Eq. (14) yields 

n,x + 

n +1 ∑ 

j= −1 

θ j θn − j − 2 θn +1 − p xx 

p x 
θn + p x 

(
q x + 1 

p x 

)
x 

δn, −1 

= (q 2 x + α2 p x − 1) δn, −2 , (16) 

here δu, v = 1 for u = v and δu, v = 0 for u � = v . Infinite number of

onserved quantities can hence be generated, the first two of them

eing given as follows 

−1 = 1 ±
√ 

q 2 x + α2 p 2 x , (17a) 

0 = 

p x 

2(1 − θ−1 ) 

(
θ−1 − q x − 1 

p x 

)
x 

. (17b) 

The asymptotic behaviors of the functions φ, φ̄, ψ̄ , ψ and a are

iven as 

= 

( 

1 

− q x + 
√ 

q 2 x + α2 p 2 x 

αp x 

) 

exp (−ıλx + ıλε− + ν−) + o(1 /λ) , (18a) 

¯ = 

( 

− q x + 
√ 

q 2 x + α2 p 2 x 

αp x 

−1 

) 

exp (ıλx − ıλε− + ν−) + o(1 /λ) , (18b) 

 = 

( 

q x + 
√ 

p 2 x + α2 p 2 x 

αp x 

1 

) 

exp (ıλx + ıλε+ − ν+ ) + o(1 /λ) , (18c) 

¯
 = 

( 

1 

− q x + 
√ 

q 2 x + α2 p 2 x 

αp x 

) 

exp (−ıλx − ıλε+ − ν+ ) + o(1 /λ) , (18d) 

 = exp (ıλε + ν) + o(1 /λ) , (18e) 

here 

− = 

∫ x 

−∞ 

θ−1 d l, ε+ = 

∫ ∞ 

x 

θ−1 d l, (19a) 

= ε− + ε+ = 

∫ ∞ 

−∞ 

θ−1 d l, (19b) 

− = 

∫ x 

−∞ 

θ0 d l, ν+ = 

∫ ∞ 

x 

θ0 d l, (19c) 

= ν− + ν+ = 

∫ ∞ 

−∞ 

θ0 d l. (19d) 

Following the procedure, we consider that p x and q x have

ompact support, that is, φ exp [ ıλ(x − ε−)] , φ̄ exp [ −ıλ(x − ε−)] ,

 exp [ −ıλ(x + ε+ )] , ψ̄ exp [ ıλ(x + ε+ )] and a exp (−ıλε) can be ex-

ressed as functions of the eigenvalue λ. Introducing the following
quations 

 = 

∫ 
C 

d λ
′ 

λ′ − λ

1 

a (λ′ ) exp (−ıλ′ ε) 

(
φ1 (λ

′ 
) 

φ2 (λ
′ 
) 

)
exp [ ıλ

′ 
(x − ε−)] , (20) 

 being the contour in the complex λ
′ 

plane, that goes from λ
′ =

∞ + 0 + , englobing all the zeros of a (λ
′ 
) and ending at λ

′ = ∞ +
 

+ for λ
′ 

below C . 

After all of this is settled, we pursue by deriving a system that

onstitutes the heart of inverse scattering transform method. In-

eed, from Eqs. (8) and (20) we derive: 

 = 

∫ 
C 

d λ
′ 

λ′ − λ

(
ψ̄ 1 (λ

′ 
) 

ψ̄ 2 (λ
′ 
) 

)
exp [ ıλ

′ 
(x + ε+ )] + 

∫ 
C 

d λ
′ 

λ′ − λ

b(λ
′ 
) 

a (λ′ ) 

(
ψ 1 (λ

′ 
) 

ψ 2 (λ
′ 
) 

)
exp [ ıλ

′ 
(x + ε+ )] . (21) 

hich can be rewritten as follows 

 le f t = −ıπ

( 

1 

−C x + 
√ 

q 2 x + α2 p 2 x 

αp x 

) 

exp (−ν+ ) , (22a) 

 right = −2 ıπ

(
ψ̄ 1 (λ

′ 
) 

ψ̄ 2 (λ
′ 
) 

)
exp [ ıλ

′ 
(x + ε+ )] 

+ ıπ

( 

1 

− q x + 
√ 

q 2 x + α2 p 2 x 

αp x 

) 

exp (−ν+ ) 

+ 

∫ 
C 

d λ
′ 

λ′ − λ

b(λ
′ 
) 

a (λ′ ) 

(
ψ 1 (λ

′ 
) 

ψ 2 (λ
′ 
) 

)
exp [ ıλ

′ 
(x + ε+ )] . (22b) 

We then deduce, 

¯
 1 (λ

′ 
) exp [ ıλ(x + ε+ )] = exp (−ν+ ) 

+ 

1 

2 ıπ

∫ 
C 

d λ
′ 

λ′ − λ

b(λ
′ 
) 

a (λ′ ) 
ψ 1 (λ

′ 
) exp [ ıλ

′ 
(x + ε+ )] (23a) 

¯
 2 (λ

′ 
) exp [ ıλ(x + ε+ )] = −q x + 

√ 

q 2 x + α2 p 2 x 

αp x 
exp (−ν+ ) 

+ 

1 

2 ıπ

∫ 
C 

d λ
′ 

λ′ − λ

b(λ
′ 
) 

a (λ′ ) 
ψ 2 (λ

′ 
) exp [ ıλ

′ 
(x + ε+ )] . (23b) 

To derive solutions to the system of our interest, we need at

his point to introduce two functions g 1 and g 2 as follows 

 1 = 

∫ ∞ 

x 

λg 1 (x, z) exp [ ıλ(z + ε+ (x )) − ν+ (x )]d z, (24a) 

 2 = exp [ ıλ(x + ε+ (x )) − ν+ (x )] (24b) 

+ 

∫ ∞ 

x 

g 2 (x, z) exp [ ıλ(z + ε+ (x )) − ν+ (x )]d z, 

g 1 and g 2 verifying the condition 

lim →∞ 

(
g 1 (x, z) 
g 2 (x, z) 

)
= 

(
0 

0 

)
. (25) 

roceeding to some comparison between (24a) and (18) it comes

ut that 

 1 (x, x ) = −q x + 

√ 

q 2 x + α2 p 2 x 

αp x 
. (26) 

t also comes straightforward, while combining Eqs. (23) and (24a) ,

he following system 

 

� 
1 (x, v ) − y (x + v ) −

∫ ∞ 

x 

g 2 (x, z) y (z + v )d z = 0 , (27a) 

 

� 
2 (x, v ) −

∫ ∞ 

g 1 (x, z) y 
′′ 
(z + v )d z = 0 , (27b) 
x 
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provided x ≥ v and where y and its derivative are expressed as fol-

lows 

y = 

1 

2 ıπ

∫ 
C 

d λ

λ

b(λ) 

a (λ) 
exp [ ıλ(z + 2 ε+ (x ))] , (28a)

y 
′′ = 

∂ 2 y 

∂z 2 
= 

1 

2 ıπ

∫ 
C 

λd λ
b(λ) 

a (λ) 
exp [ ıλ(z + 2 ε+ (x ))] . (28b)

Eq. (27) is often referred to as the Gel’fand–Levitan equation,

which is the central equation that emerge from the direct scat-

tering and from which starts the inverse scattering procedure to

derive solutions of nonlinear evolution equation. The time depen-

dence of the scattering data is provided by Eq. (5) to be 

a (λ, t) = a (λ, 0) , (29a)

b(λ, t) = b(λ, 0) exp (ıt/ (2 λ)) . (29b)

A more simple expression of y ( z ) can be given when consid-

ering that the bound state of a ( λ) is restricted in the upper-half

plane and its zeros in this plane are simple. In this case, F ( z ) can

be expressed as 

y (z) = 

n ∑ 

j 

c j (t) 

λ j 

exp [ ıλ j (z + 2 ε+ (x ))] 

+ 

1 

2 ıπ

∫ + ∞ 

−∞ 

�(λ, t) 

λ
exp [ ıλ(z + 2 ε+ (x ))] , (30)

with 

c j (t) = c 0 j exp (ıt/ 2 λ j ) , (31a)

�(λ, t) = �(λ, 0) exp (ıt/ 2 λ) . (31b)

To solve the Gel’fand–Levitan Eq. (27) , one foremost has to de-

termine y ( z ) to obtain g 1 ( x, x ), when the time dependent data

{ ρ(λ, 0) , λ, c j (0) , λ j , j = 1 , · · · , N} are given and, as a result, multi

soliton solutions are derived from Eq. (26) . 

Looking for soliton solution to the above system (3), we restrict

our attention on discrete spectrum that is, we consider ρ(λ, t) = 0 .

Therefore, the expression of y becomes 

y (z, t) = 

N ∑ 

j=1 

c j (t) 

ıω j 

exp [ −ω j (z + 2 ε+ )] , (32)

where we have set λ j = ıω j . To the resolution of the Gel’Fand–

Levitan equations being easier, we chose to express the Kernels

g 1 ( x, x ) and g 2 ( x, x ) as follows 

g 1 (x, z) = 

N ∑ 

j=1 

R j (x ) exp [ −ω j (x + z + 2 ε+ (x ))] , (33a)

g 2 (x, z) = 

N ∑ 

j=1 

S j (x ) exp [ −ω j (x + z + 2 ε+ (x ))] , (33b)

with R j and S j being complex functions. The substitution of Eqs.

(32) and (33) into Eq. (27) , yields 

R k −
c k 

ıω k 

N ∑ 

j=1 

S j 

ω j + ω k 

exp [ −2 ω j (x + ε+ )] = 

c k 
ıω k 

, (34a)

S j + ıc j ω j 

N ∑ 

m =1 

R m 

ω j + ω m 

exp [ −2 ω m 

(x + ε+ )] = 0 . (34b)

Thus, 

g 1 (x, x ) = 

N ∑ 

j=1 

R j exp [ −2 ω j (x + ε+ )] . (35)
rom Eq. (26) , we find that 

p x = 2 g 1 (x, x ) , (36a)

 x = g 2 1 (x, x ) − 1 . (36b)

From Eqs. (21) and (19), we find the relation 

∂u 

∂x 
= 

√ 

q 2 x + α2 p 2 x , (37)

here we have chosen u = x + ε+ (x, x ) . For g 1 , p x and q x being

unctions that depend on x + ε+ (x, x ) , this justifies the idea of us-

ng the variable u in replacement of x while investigating analytical

olutions to the system (3). Under this new variable u, p and q can

e rewritten as follows 

∂(αp) 

∂u 

= 

2 g 1 (u ) 

1 + g 2 
1 
(u ) 

, (38a)

∂q 

∂u 

= 1 − 2 g 2 1 (u ) 

1 + g 2 
1 
(u ) 

, (38b)

∂ε+ 
∂u 

= 

g 1 (u ) 2 

1 + g 2 
1 
(u ) 

, (38c)

here g 1 (u ) = g 1 (x, x ) . By integration of the previous two equa-

ions with respect to u , one obtains at order N , multi-soliton solu-

ions to the system (3). 

For the case N = 1 corresponding to the one-soliton solution, it

s found that g 1 has the expression 

 1 (u ) = 

c 

ıω 

exp (−2 ωu ) 

1 − c 2 

4 ω 2 
exp (−4 ωu ) 

. (39)

y simply evaluating the integral of Eq. (38) , it easily comes 

p = − c 

ıω 

2 

exp (−2 ωu ) 

K 

, (40a)

 = u − 2 

ωK 

, (40b)

+ = 

1 

ωK 

, (40c)

ith 

 = c 0 exp (−t/ 2 ω) , (41a)

 = 1 − c 2 

4 ω 

2 
exp (−4 ωu ) . (41b)

Eq. (40) can be rewritten as 

p = 

exp (−st) 

ω 

sech 

′′ (ϕ + ϕ 0 ) , (42a)

 = u − 1 

ω 

(tanh 

′′ (ϕ + ϕ 0 ) + 1) , (42b)

 + = 

1 

2 ω 

(tanh 

′′ (ϕ + ϕ 0 ) + 1) , (42c)

 = 2 ω 

(
u + 

t 

4 ω 

2 

)
, (42d)

 0 = − 1 

2 ω 

ln 

′′ 
(

ıc 0 
2 ω 

)
, (42e)

hich is the one soliton solution to the system Eq. (3) , the en-

elop moving at the velocity V = 1 / (4 ω 

2 ) . We recall that solu-

ion to Eq. (1a) is obtained when considering the approximation
2 � 1. The amplitude of p is an exponential function of st which

uarantee the increasing or the decreasing amplitude of the wave

ith time, depending on the values of s and t simultaneously. We

oint out that when we consider s = 0 , we recover the solution of

he original KMM-system, free of damping effect as given in Refs.



R.T. Tchidjo, H.T. Tchokouansi and E.T. Felenou et al. / Chaos, Solitons and Fractals 119 (2019) 203–209 207 

Fig. 1. Propagation of one-soliton solution p to the KMM-system Eq. (1a) for s = 0 (solid line) and s = 20 (dashed line), with the eigenvalue ω = 1 at times t = 0 , t = 0 . 0025 

and t = 0 . 005 depicted versus x (panels ( a 1 ), ( a 2 ) and ( a 3 )) and versus the Magnetization induction q (panels ( b 1 ) ( b 2 ) and ( b 3 )). One observe the influence of damping on 

the amplitude of the left moving wave as predicted in Refs. [26] . 
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31,35] . It appears that for s > 0 and while considering the ultra

ast process assumption characterized by Eq. (4) , the wave propa-

ate conserving profile but not amplitude. Such a result has been

redicted in Ref. [38] under phase portraits analysis and obtained

xperimentally in Ref. [40] and references therein. 

. Numerical simulations 

In order to complete and confirm the results obtained analyt-

cally, we proceed to some numerical simulation. We use as base

quation the dissipative KMM-system Eq. (1a) . To achieve this goal,

e use the finite difference method with initial conditions given

s: 

 (x, 0) = 

1 

ω 

sech 

′′ ( 2 ωu + ϕ 0 ) , (43a) 

(x, 0) = u − 1 

ω 

tanh 

′′ ( 2 ωu + ϕ 0 ) − 1 

ω 

, (43b) 

 (u, 0) = u − 1 

2 ω 

tanh 

′′ ( 2 ωu + ϕ 0 ) − 1 

2 ω 

. (43c) 

For the case of the original KMM-system free of damping effects

characterized by s = 0 ), we present in Fig. 1 a result that is in ac-

ordance with the results obtained analytically in Refs. [31,35] . It is

bserved clearly on this figure that numerical and analytical results

atch perfectly, which proves that the above numerical simulation

arried out is good. We can then pursue with similar analysis while

onsidering damping effects. 

We present in Fig. 2 the propagation of waves in magnetic slab

ubjected to damping effects. For this aim, we present analytical

esults and numerical simulations for the parameter s = 20 (which

e have chosen arbitrarily without lost of generality), of the Mag-

etic field p versus x and the magnetic field p versus the magne-

ization q . We observe also a good coincidence as for the case of

he system free of damping effects. The wave evolves with ampli-

ude that decreases with time due to the damping parameter s . It

ppears clearly that the numerical analysis confirms the analytical

esults discussed in the previous section. 
On the regards of the above results, the parameter s , originated

rom the Landau–Lifshitz–Gilbert damping, plays a role on the dy-

amic of magnetic waves in ferrites. This role is characterized by

he dissipation of energy during the motion of wave in ferrite ob-

erved here on the amplitude of the wave that reduces as it moves.

ince the dissipative KMM-system Eq. (1a) has been derived under

he ultra fast and near adiabatic process assumption, the value of

he damping parameter s guarantee whether or not wave survive

n the ferrite. As observed analytically, for s ≥ 0 if: 

i) s = 0 , we are in an ideal case where magnetic wave moves in

ferrite conserving it entire properties, profile and amplitude. 

ii) s is not great enough so that the amplitude of the wave dimin-

ishes with a rate p i +1 /p i > 0 . 5 , the wave propagates in the ma-

terial and may disappear if the process is not fast enough. As il-

lustration, we have chosen s = 20 to make it clear the influence

of damping effects. But, experimental values of s is smaller than

20. 

ii) s → ∞ , the amplitude of the wave vanishes rapidly and the

wave can not propagate in such a medium. 

As the damping effects often exist in real circumstances, we in-

estigate the effect of the damping on the wave propagation in fer-

ites. In fact, in ferrite which is the case of our study, the damping

nvolves loss of energy from the macroscopic motion of the local

agnetization field by transfer of kinetic and potential energies to

icroscopic thermal motion in the form of spin waves, lattice vi-

ration, and thermal excitations, among others [26] . On the other

and, when the external magnetic field is not strong enough to

liminate all domain walls, the domain structure plays a domi-

ant role in the damping and the local rate of energy loss vary by

arge amount within a ferromagnet [37] . From where, controlling

he state of ferromagnet crystal describe by the magnetization vec-

or stand to be fundamental in the understanding of the magnetic

torage process of the data elements. It’s clear that, magnetization

issipation expressed in term of the Gilbert-damping parameter s ,

s a key factor determining the performance of magnetic material

n a host of application. 
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Fig. 2. Propagation of one-soliton solution p to the KMM-system Eq. (1a) for s = 0 , with the eigenvalue ω = 1 at times t = 0 , t = 0 . 0025 and t = 0 . 005 depicted versus x 

(panels ( a 1 ), ( a 2 ) and ( a 3 )) and versus the Magnetization induction q (panels ( b 1 ) ( b 2 ) and ( b 3 )). The analytical and numerical solutions that show a left moving wave, that 

conserves its profile as predicted in Refs. [26,31] . 

Fig. 3. Propagation of one-soliton solution p to the KMM-system Eq. (1a) for s = 20 , with the eigenvalue η = 1 at times t = 0 , t = 0 . 0025 and t = 0 . 005 depicted versus x 

(panels ( a 1 ), ( a 2 ) and ( a 3 )) and versus the Magnetization induction q (panels ( b 1 ) ( b 2 ) and ( b 3 )). The analytical and numerical solutions showing a left moving wave, that 

conserves its profile but not its amplitude as predicted in Ref. [26] . 
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4. Conclusion 

We paid attention on the dissipative KMM-system that de-

scribes the propagation of short-waves in magnetic insulators.

Since this equation has not been proven completely integrable and

solution has not been provided, we have proposed a nonlinear in-

tegrable system with associated Lax-pairs which, through an ap-

proximation that translate ultra fast process, one easily recover the

dissipative KMM-system of our interest. Investigating via the in-

verse scattering transform method the integrable system following

particularly the WKI-scheme, we have constructed, while consid-

ering an ultra fast process approximation, soliton solutions to the

dissipative KMM-system and have presented analytical expressions
n Eq. (42) . This analytical expressions show that amplitude of the

ave is proportional to an exponential function that decreases as

ime evolves. It then appears that the wave survive only if we are

n an ultra fast process. As illustration, we depict in Fig. 1 the

volution of magnetic wave subjected to damping effects where

ne observe that the amplitude of the wave decreases as time

volves. 

In order to confirm predictions of analytical results obtained

hroughout this work, we have proceeded to some numerical sim-

lations. We have followed indeed the finite difference method

nd, as a result, we have depicted in Fig. 2 numerical and an-

lytical results showing the dynamic of magnetic wave in ideal

errite(free of damping effects). It appeared that analytical and
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umerical results match perfectly, showing that numerical analy-

is has been well carried out. The results presented for the non

issipative KMM-system is in accordance with results provided in

efs. [31,35] . While considering s � = 0 and s > 0 the damping ef-

ect on the dynamic of magnetic wave appeared to behave very

imilarly with the results obtained analytically. We have then de-

icted in Fig. 3 numerical solutions superposed on analytical solu-

ion and have observed that the solutions also coincide here. This

ig. 3 shows that analytical results carried out previously in this

ork is in accordance with predictions in Refs. [26,38,41,42] . The

amping parameter on the propagation of waves in ferrite acts just

n the amplitude of the waves during their motion and not on

he profile. such a conclusion is in accordance with experiments

s pointed out in Ref. [40] . A question then arises to know if there

re parameters that may act simultaneously on the profile and am-

litude of the wave during it motion in ferrites. Discussing higher-

rder terms in Landau-Lifshitz-Gilbert damping may help answer-

ng to such a question. 

There are many nonlinear systems of physical implications that

eserve similar analysis both analytically and numerically. The case

f a more general KMM-system derived in Ref. [38] , that include

amping effects and the inhomogeneous exchange process will be

f particular interest in the winding of this work. Going forward

hile considering higher-dimensional systems, the case of Leblond

nd Manna system [43,44] deserves many attention. These investi-

ation will constitute the matter of forthcoming papers. 
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agation of short wave in inhomogeneous ferrites. Applying Jacobi elliptic function, we derive as series 
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. Introduction 

Propagation of wave in nonlinear media appears to be one

f the most famous topic that has attracted attention of num-

er of researchers [1–5] . Such a topic has been applied in a wide

ariety of media including water [6–9] , optical fibers [10–14] , mag-

etic insulators [15–18] , just to name these ones. Investigations of

ropagation of wave in the previously mentioned media often con-

ern experimental observations and theoretical descriptions. Con-

erning theoretical descriptions, it appears as an important part

nvestigations that often come after an experimental observation

nd, when theoretical explanation is well carried out to generate

onlinear evolution system to model the phenomenon observed,

t is possible to predict theoretically the behavior of the wave in

he medium of interest under some new hypothesis before return-

ng in laboratories to verify if the theoretical hypothesis are con-

rmed experimentally. Such an inter-dependance between exper-

ment and theoretical investigation make it clear the importance

f both in looking for more innovative technological devices. As

ar as we are concerned throughout this paper with the propa-
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ation of short wave in ferrites, since the nonlinear system, de-

ived in Ref. [16] has been investigated intensively under some

ractable methods including Hirota’s bilinearization [17,19] , inverse

cattering transform method [5,14,15] and some expansion func-

ions [20–23] . Beside this system, known in the literature as the

MM system [24] , a new nonlinear system has been derived in

ef. [17] that takes into account the damping effects. Influence of

his damping effect has been investigated under the initial value

roblem and, as a result, it appeared that for non zero damping,

nergy of the wave decreases. Going further in investigating prop-

gation of short waves in real ferrites, the previously mentioned

ystem that takes into account damping, has been subjected to

melioration while taking into account not only the damping ef-

ects, but also the inhomogeneous exchange effects in Ref. [25] . At

xed value of the inhomogeneous term, initial value problem of

he new system has been investigated and, as a result, it appeared

hat energy decreases as wave evolves. In Ref. [26] soliton solutions

f the inhomogeneous system have been constructed along with

ssociated energy densities. By fixing the value of the parameter

haracterizing inhomogeneous exchange effects, it influence on the

arameters of the propagating wave in ferrites subjected to this

henomenon is not clear. Such a question then constitutes the

ain aim of our investigations. 

Therefore, the present paper is organized as follows: in

ection 2 , we construct new traveling wave solution to the inho-

ogeneous system of our interest using expansion of Jacobi elliptic
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(17b) 
functions. We discuss in Section 3 the influence of the inhomoge-

neous exchange effects on the traveling waves, we address some

physical implications and, we end this work with a brief conclu-

sion and perspectives. 

2. Jacobi elliptic function method 

To investigate solutions to nonlinear evolution equation, one of-

ten has recourse to expansion of known solution. It is in this idea

that for example in Ref. [27] , G 

′ / G -expansion method has been

used to construct solution to nonlinear evolution equation. We fol-

low a similar procedure while expanding elliptic functions to de-

rive solutions of the following system 

u xt − u v x = ρu xx , (1a)

v xt + uu x = 0 , (1b)

which describes the propagation of magnetic waves in ferrites, the

parameter ρ representing inhomogeneous parameter, u represents

the magnetic field and v represents magnetization. This system has

been derived from the Maxwell’s equations supplemented by the

Landau-Lifshitz-Gilbert equation [25] in which the damping effects

are neglected. 

Jacobi elliptic functions, are periodic functions that properties

are in someway similar to the well known periodic functions. As

illustration, let us consider the following integral 

R (x ) = 

∫ x 

0 

dt √ 

1 − t 2 
√ 

1 − m 

2 t 2 
. (2)

The sine elliptic function sn is defined as follows 

sn (x, m ) = R 

−1 (x ) , 0 ≤ m ≤ 1 . (3)

Beside the sine elliptic function is defined, the other elliptic func-

tions satisfy the relations 

cn 

2 (x, m ) = 1 − sn 

2 (x, m ) , (4a)

dn 

2 
(x, m ) = 1 − m 

2 sn 

2 (x, m ) , (4b)

where cn is the cosine elliptic function while dn is the elliptic func-

tion of the third kind. The derivative of the above elliptic functions

can be expressed as follows Refs. [28–30] : 

d 

dx 
sn (x ) = cn (x ) dn (x ) , (5a)

d 

dx 
cn (x ) = −sn (x ) dn (x ) , (5b)

d 

dx 
dn (x ) = −m 

2 sn (x ) cn (x ) . (5c)

Before proceeding to the determination of solution of the sys-

tem (1), it is necessary to introduce the variable transformation 

η = kx + ωt + η0 . (6)

Under this transformation, one replaces u ( x, t ) by u ( η), v ( x, t ) by

v ( η) and the system (1) is rewritten as follows 

(ω − kρ) u ηη = a 0 u − 1 

2 ω 

u 

3 , (7a)

ωv ηη = −uu η, (7b)

where a 0 is an integration constant. Under the new variable trans-

formation (6) , we now look for solutions of the system (7) while

proceeding to elliptic function expansions. 
.1. Jacobi elliptic sine function method 

Using the Jacobi elliptic function method, we set the ansatz as

 finite series of elliptic sine function as follows 

 (η) = 

N ∑ 

j=0 

p j sn 

j (η) . (8)

ccording to the homogeneous balance principle, ne know N = 1 .

o we have 

 (η) = p 0 + p 1 sn (η) . (9)

eplacing Eq. (9) into Eq. (7) we obtain as a result 

p 0 = 0 , (10a)

p 1 = ±2 m 

√ 

ω (kρ − ω ) , (10b)

 0 = (1 + m 

2 )(kρ − ω) , (10c)

nd the explicit form of the solution are given as follows 

 (η) = ±2 m 

√ 

ω (kρ − ω ) sn (η) , (11a)

 (η) = (m 

2 − 1)(kρ − ω) η + 2(kρ − ω) E(η, m ) , (11b)

(η, m ) = 

∫ η

0 

dn 

2 
(s ) ds. (11c)

here ω, k and ρ are chosen in such a way that ω (kρ − ω ) ≥ 0 .

hen m −→ 1 , Eq. (11) reduces to 

 (x, t) = ±2 

√ 

ω (kρ − ω ) tanh (kx + ωt + η0 ) , (12a)

 (x, t) = 2(kρ − ω) tanh (kx + ωt + η0 ) . (12b)

From this Eq. (12) , it is clear that while drawing u versus v , one

ill obtain a straight line. 

.2. Jacobi elliptic cosine function method 

After the sine elliptic function expansion, we can also set an

nsatz constituted of expansion of elliptic cosine function as fol-

ow 

 (η) = 

N ∑ 

j=0 

q j cn 

j (η) . (13)

s for the previous analysis, we restrict our attention to the first

rder, that is 

 (η) = q 0 + q 1 cn (η) . (14)

eplacing Eq. (14) into Eq. (7) , one obtains 

 0 = 0 , (15a)

 1 = ±2 m 

√ 

ω(ω − kρ) , (15b)

 0 = (2 m 

2 − 1)(ω − kρ) , (15c)

olution being explicitly expressed as 

 (η) = ±2 m 

√ 

ω(ω − kρ) cn (η) , (16a)

 (η) = (ω − kρ) η − 2(ω − kρ) E(η, m ) . (16b)

For m −→ 1 , Eq. (16) reduces to 

 (x, t) = ±2 

√ 

ω(ω − kρ) sech (kx + ωt + η0 ) , (17a)

 (x, t) = (ω − kρ)(kx + ωt + η0 ) −2(ω − kρ) tanh (kx + ωt + η0 ) . 
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.3. Jacobi elliptic function of the third kind method 

Similarly to the previous analysis, we set the following ansatz

hat is an expansion of the elliptic function of the third kind as

ollows 

 (η) = 

N ∑ 

j=0 

r j dn 

j 
(η) . (18) 

estriction made to the first order, u gives 

 (η) = r 0 + r 1 dn (η) . (19) 

y replacing restriction into Eq. (7) , we obtain as a result 

 0 = 0 , (20a) 

 1 = ±2 

√ 

ω(ω − kρ) , (20b) 

 0 = (2 − m 

2 )(ω − kρ) , (20c) 

hich help writing u and v in their explicit form 

 (η) = ±2 

√ 

ω(ω − kρ) dn (η) , (21a) 

 (η) = (2 − m 

2 )(ω − kρ) η − 2(ω − kρ) E(η, m ) . (21b) 

For m −→ 1 , Eq. (21) reduces to 

 (x, t) = ±2 

√ 

ω(ω − kρ) sech (kx + ωt + η0 ) , (22a) 

 (x, t) = (ω − kρ)(kx + ωt + η0 ) −2(ω − kρ) tanh (kx + ωt + η0 ) . 
(22b) 

.4. Jacobi elliptic function cs( η) method 

We now proceed to the expansion of the cs ( η) elliptic function

s follows 

 (η) = 

N ∑ 

j=0 

θ j cs j (η) , (23) 

here cs (η) = cn (η) /sn (η) . Restriction to the first order allow us

o write 

 (η) = θ0 + θ1 cs (η) . (24) 

s for the previous cases, while inserting the previous Eq. (24) into

q. (7) one obtains 

0 = 0 , (25a) 

1 = ±2 

√ 

ω(ω − kρ) , (25b) 

 0 = (2 − m 

2 )(ω − kρ) , (25c) 

nd with the help of this parameters, the solutions are expressed

s follows 

 (η) = ±2 

√ 

ω(ω − kρ) cs (η) , (26a) 

 (η) = (2 − m 

2 )(ω − kρ) η − 2(ω − kρ) 

∫ 
cs 2 (η) dη. (26b) 

When m −→ 1 , Eq. (26) reduces to 

 (x, t) = ±2 

√ 

ω(ω − kρ) csch (kx + ωt + η0 ) , (27a) 

 (x, t) = (ω − kρ)(kx + ωt + η0 ) + 2 

ω − kρ

tanh (kx + ωt + η0 ) 
. (27b) 
.5. Rational function solution 

To determine algebraic solution to the system of our interest,

e set a 0 = 0 . Multiplying Eq. (7) with u η one obtains 

(ω − kρ) u ηu ηη = − 1 

2 ω 

u ηu 

3 , (28a) 

v ηη = −uu η, (28b) 

nd by simple integration we obtain 

 (x, t) = ±2 

√ 

ω (kρ − ω ) 

kx + ωt + η0 

, (29a) 

 (x, t) = 2 

ω (kρ − ω ) 

kx + ωt + η0 

+ C 0 , (29b) 

hich, when depicting u versus v with C 0 = 0 , one will obtain a

traight line as for limiting case obtained in Eq. (12) . All the solu-

ions obtained above are new and deserve many attentions in in-

estigating the influence of inhomogeneous exchange effect on the

ynamics of magnetic wave in ferrites. It is also important to point

ut the fact that solutions given by Eqs. (12) and (29) are particular

ecause they are due to the presence of inhomogeneities, while the

ther solutions can exist even in the absence of inhomogeneities. 

. Influence of the inhomogeneous exchange effects on the 

ynamics of magnetic waves in ferrites 

As pointed out before, the expansion of Jacobi elliptic functions

as allow to construct a series of nonlinear wave solution and pe-

iodic solution to the system (1). We now aim at using some of

hese solutions to describe the propagation of magnetic waves in

nhomogeneous ferrites. The solutions that particularly retain our

ttention are 

 (x, t) = ±2 

√ 

ω(ω − kρ) sech (kx + ωt + η0 ) , (30a) 

 (x, t) = (ω − kρ)(kx + ωt + η0 ) 

− 2(ω − kρ) tanh (kx + ωt + η0 ) . (30b) 

These solutions are different from the one obtained in Ref. [26] ,

here solutions are given under the form 

 (x, t) = ±2 

√ 

ω/k sech (kx + ωt + η0 ) , (31a) 

 (x, t) = x − (2 /k ) tanh (kx + ωt + η0 ) . (31b) 

Its comes clearly that to the expression given in Eq. (31) one

ust add to x a time-like parameter. There is an information that

oes not appears directly through this method, that is the disper-

ion relation. Such a relation is important to choose appropriately

he parameters k standing for wave number, and the parameter ω 

tanding for frequency. But in Ref. [26] , such a relation has been

iven that from the Hirota’s bilinear scheme. From the results ob-

ained above, it is possible to derive this dispersion relation. In-

eed, let us recall the system of our interest: 

(ω − kρ) u ηη = a 0 u − 1 

2 ω 

u 

3 , 

ωv ηη + uu η = 0 . 

y simple integration, the second of the above system can be

ewritten as follows 

 η = − 1 

2 ω 

u 

2 + a 0 , (32) 

here a 0 is the constant of integration. Using the solutions given

n Eq. (22) , we easily obtain the relation 

 − kρ = a 0 . (33) 
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Fig. 1. One-soliton solution u to the system (1), with the wave number k = 0 . 5 , (a) ρ = 1 (dashed-dotted line), (b) ρ = −1 (dashed line) and (c) ρ = 0 (solid line) at times 

t = 0 , depicted versus the magnetization v . One observes that, inhomogeneous term contribute by increasing the amplitude of the wave when ρ takes negative values, or 

contribute by slowing down this amplitude when ρ is taken positive. One also observe that the parameter ρ also has a contribution on the maximum width of the loop 

soliton l ρ , that increases or decreases as the amplitude of the wave increases or decreases. The hight h ρ at which this maximum width of the wave occurs is also subjected 

to changes in the same way as maximum width. 
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Considering in particular that a 0 = 1 /k, Eq. (33) becomes 

kω − k 2 ρ = 1 , (34)

which is the dispersion relation that has been obtained in Ref. [26] .

We can choose arbitrarily without lost of generality ω = 1 , to go

further with our analysis. Therefore, using this value of ω, solution

provided in Eq. (22) can be rewritten as follows 

u (x, t) = ±2 

√ 

1 − kρsech (kx + t + η0 ) , (35a)

v (x, t) = (1 − kρ)(kx + t + η0 ) − 2(1 − kρ) tanh (kx + t + η0 ) . 
(35b)

Deriving this solution with respect to η, one obtains 

u η = ±
√ 

1 − kρsinh (η) sech 

2 
(η) , (36a)

v η = (1 − kρ)(1 − 2 sech 

2 
(η)) . (36b)

From this system Eq. (36) , it comes that u η is positive defi-

nite for η ∈ ] − ∞ , 0] and negative definite for η ∈ [0 , + ∞ [ . It also

comes that v η = 0 admits two solutions η1 and η2 . Then, v η is

positive definite for η ∈ ] − ∞ , η1 ] ∪ [ η2 , + ∞ [ and negative definite

for η ∈ ] η1 , η2 [. It is then easy to conclude from the above analy-

sis that v admits two extrema and changes direction twice, while

in the same time u admits one extremum and changes direction

ones. Therefore, by depicting u versus v , one obtains a loop soliton

as presented in Fig. 1 . 

In Eq. (35) , one observes clearly that the wave amplitude de-

pends on the inhomogeneous parameter ρ . To complete our anal-

ysis on the impact of the inhomogeneous term on the dynamics of

the wave, we define the parameter l ρ as the maximum width of

the wave and h ρ the hight at which it occurs (see Fig. 1 ). Then by

direct calculus, these parameters can be expressed as follows 

l � = 2(1 − kρ) 

(√ 

3 − 1 

2 

arctanh 

(√ 

3 

2 

))
, (37a)

h � = 

√ 

2(1 − kρ) , (37b)

which allow the following discussion: 
(i) By setting ρ = 0 one obtains the solution of the system free

of inhomogeneous term. Such a solution has been provided in

Refs. [15,17,18,20,24] . under some tractable methods including

the Hirota’s billinearization method, inverse scattering trans-

form, expansion functions, just to name a few. This case then

constitutes the reference case that serves to evaluate the im-

pact of the inhomogeneous parameter on the dynamics of the

wave. 

ii) Choosing ρ to be negative ( ρ < 0), the amplitude of the wave

increases. The maximum width l ρ of the wave also increases

along with the height h ρ at which this maximum width occurs.

The inhomogeneous exchange effects act here by amplifying the

pulse in ferrites. 

ii) While selecting ρ to be positive valued ( ρ > 0), the amplitude

of the wave decreases along with l ρ and h ρ . This means that,

inhomogeneous exchange effects contribute by reducing the

pulse profile in ferrite. 

As illustration, we depict in Fig. 1 the loop-like soliton solution

f the system (1) for different values of the parameter ρ where

ll the conclusions that have emerged in the above items, are

bserved. 

In fact, inhomogeneities known as deformations in a system,

an be due to external fields or to the presence of defects, voids

nd gaps in the materials, and has a significant effect on the mag-

etization dynamics of the ferromagnet. The soliton responsible for

he localization is deformed by the presence of inhomogeneities

nd in particular its structure. The presence of inhomogeneity de-

ivers dissipation into the system which supports soliton excitation,

ut can also inject energy into it. 

. Conclusion 

Throughout this work, we have paid attention to a nonlinear

ystem describing the propagation of short-waves in ferrite, in

hich inhomogeneous exchange effects have been taken into ac-

ount. This system, namely (1), has been investigated under the

irota’s bilinear method [26] and multi-soliton solutions have been

rovided, which are of loop types. The present work was devoted

rst of all in constructing new solutions to the same system (1). In-

eed, the Jacobi elliptic functions method has been used and, as a
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esult, number of new exact solutions have been derived which are

eriodic functions. Their limiting cases have been provided where

he modulus of the Jacobi’s elliptic functions tend to one ( m −→ 1 ).

hese limiting case solutions appeared to be localized solutions.

ne solution has particularly retain our attention, which is the one

iven in Eqs. (17) and (22) which, compare to the result obtained

n Ref. [26] . possess an addition term of time in the v solution.

he second step of this work was to investigate the influence of

nhomogeneous terms in ferrites. To achieve such a task, we have

sed the solution given in Eqs. (17) and (22) . From this equation,

e have evaluated the maximum width of the loop wave and the

eight at which it occurs. With their explicit expressions at hand,

t was possible to conclude on the influence of inhomogeneous ex-

hange on the dynamics of the wave in ferrite. It appears that for

negative, the amplitude of the wave increases along with the

aximum width l ρ and the height h ρ at which it occurs. When

is taken positive, the opposite phenomenon is observed. It is

hen clear that, under the light cone of the analysis made here

nd the solutions obtained, there are two types of inhomogeneities

n ferrites that are represented with the values taken by ρ . One

annot exclude the fact that in ferrite, the two types of inhomo-

eneities can appear periodically or can be randomly distributed.

n the periodical appearance of inhomogeneities, one may observe

 wave that moves while breathing due to the compensation be-

ween inhomogeneities such that the mean wave can move as if

here were no inhomogeneous exchange effects in the considered

aterial. For the case were the inhomogeneities appear randomly,

he wave moves while breathing irregularly in function of the type

f inhomogeneities encounter. 

Further investigations on the contribution of such inhomoge-

eous exchange effects are needed to understand more deeply the

ehavior of the wave in magnetic insulators. Jacobi elliptic function

re shown to be efficient method that can be handle to look for al-

ernative solution to nonlinear evolution systems. It will be used in

orthcoming papers to investigate solutions of nonlinear evolution

quations. 
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A B S T R A C T

We investigate throughout this paper the contributions of the damping effects and inhomogeneous exchange on
the propagation of magnetic waves in ferrites. Indeed, we focus our attention on a nonlinear evolution system
derived by Kuetche and coworkers (2015 J. Magn. Magn. Mater. 374 1), that takes into account the contributions
that we aim at studying. We first proceed by some analytical analysis of the contribution of damping effects on
the solutions to the system of our interest and after, the contribution of the inhomogeneous exchange, to unearth
analytical expression of a solution that well approximates the above mentioned global system. It appears as a
result that contribution of damping reduces the amplitude of waves during its motion. We unearth two types of
inhomogeneities that effects act on the waves in different manner by increasing or decreasing the width of the
soliton in ferrites. For ferrites made of poly-crystals in which involves the two types of inhomogeneities ap-
pearing periodically, wave moving therein will breath as it moves and there must be a case in which the two
types of inhomogeneities can be combined in such a way to reduce their effects on the dynamics of the wave. We
confirm the validity of the analytical analysis carried out by proceeding to some numerical simulations.

1. Introduction

Waves can propagate in wide variety of media including fluids [1],
stretched ropes [2], optical fibers [3–6] magnetic materials [7,8] etc.
Propagation of waves in such media has attracted deep attention over
years, in view to explain some huge phenomena that occur in our daily
lives such as rogue waves in oceans [9,10], or because of technological
benefits. In these Investigations, researchers, interested in the dynamics
of waves in particular medium, often construct nonlinear equations that
model the dynamic of wave moving therein. It then appears in the lit-
erature a wide number of evolution equations that describe propagation
of waves in various media. As example, one may enumerate the Kor-
teweg-de Vries (KdV) equation [11] that models the dynamic of water
waves, the vector counterpart of the KdV-equation that describe evo-
lution of waves in multi-layer fluids [12,13], the nonlinear Schrödinger
equation [14] that models dynamic of waves in optical fibers, just to
name a few. The real need that comes out of these equations are their
solutions that are more expressive than the equations themselves.

Therefore, the question of integrability is posed along with explicit
expressions of solutions. To carry out such a task, there are techniques
available in the literature that can be handled namely: The inverse
scattering transform (IST) method [14–19] that is useful when Lax pairs
to nonlinear evolution equation is provided. Beside the IST method, the
Hirota’s bilinearization [20–24] which stands as a more direct method
to investigate solutions to nonlinear evolution equations when the bi-
linear equation associated to nonlinear systems are provided. To find
such bilinear equation associated to nonlinear systems, one often make
use of the Painlevé analysis [25,26] that is also a technique that help
verifying if a system can be integrated or not before providing analy-
tical solutions.

Having solutions at hand, understanding of the behavior of waves in
considered media is possible and, some investigations may also be
carried out theoretically before going back in laboratories to test their
efficiency. In the case where, exact solution is difficult to be con-
structed, one may used the aforementioned methods to find solutions
that approximates very well the solution of the system under
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investigation and numerical method can be used to confirm results
obtained analytically. As far as we are concerned with a nonlinear
system describing the propagation of short waves in magnetic in-
sulators, Kraenkel, Manna and Merle [27] have derived a system known
as the KMM-system, that describes propagation of ultra short light
pulses in these media. Integrability of such a system has been fully
investigated from prolongations structure analysis [28], Hirota’s bili-
nearization [29,30], auxiliary equation method [31,34], Riccati method
[32], Jacobi elliptic function method [33] and inverse scattering
transform method [35,36]. Pursuing in the same analysis as Kraenkel,
Manna and Merle the investigation of the dynamics of waves in ferrites,
Nguepjouo and coworker [37] have derived a system that takes into
account the damping effects from the Landau-Lifshitz-Gilbert equation
[38,39]. Since this system has not been proven integrable, phase por-
traits analysis has been carried out to discuss the influence of such
damping effects on the wave. Going further Kuetche and coauthors [40]
have proposed a nonlinear system, that takes into account in-
homogeneous exchange along with damping effects. They have in-
vestigated phase portraits analysis, to predict the effects of the com-
bined effects on the dynamic of waves in ferrites. For the case of system
with the term standing for inhomogeneous exchange process, loop wave
has been constructed from Hirota’s bilinear method [41] where the
magnetic field has been constructed versus external magnetization. The
case of magnetic field versus position has not been investigated. The
comparison with the solutions to the KMM-system has not been in-
vestigated explicitly to know precisely the contribution of damping and
inhomogeneous exchange of the magnetic field in ferrites. These
questions constitute the main aim of our investigations. Thus, the pre-
sent paper is organized as follows: We present in Section 2 the solution
of the KMM-system that is free of damping and inhomogeneous ex-
change effects. We pursue in the same section by providing and ap-
proximated solution to the system taking into account only damping
effects, and also in this section we discuss solution to the system in
which involve only inhomogeneous exchange effects. We then deduce
and approximated analytical solution of the system taking into account
the combined effects of damping and inhomogeneous exchange. In
Section 3 we proceed to some numerical solution to complete the
analytical analysis made in Section 4. We discuss in Section 5 the results
obtained and we end this work with a brief conclusion and perspectives.

2. Analytical investigation of the solutions to KMM-system taking
into account inhomogeneous exchange and damping effects

2.1. The KMM-system

While investigating the propagation of short-waves in saturated
ferromagnetic materials with zero-conductivity in the presence of an
external field, Kraenkel and coauthors [27] have constructed the fol-
lowing nonlinear evolution system

=B BC ,xt x (1a)

= −C BB ,xt x (1b)

from the Maxwell’s equations, where B is standing for the magnetic
field, when C is standing for the external magnetization. The subscripts
x and t denoting partial derivatives according to space-like and time-
like variables respectively. Integrability properties of such a system has
been investigated intensively under some framework including pro-
longation structure analysis, Hirota’s bilinearization [29], and inverse
scattering transform [35]. As a result, multi-soliton solutions have been
predicted and constructed, the expression of the one soliton solution
being given as:

= −
−

B c
ıη

ηh
T

exp( 2 )
,2 (2a)

= −C h
ηT
2 ,

(2b)

=+ε
ηT
1 ,

(2c)

where +ε is an explicit function coming from a variable change con-
nected to x as: = − +x h ε , details of such a result being provided in Ref.
[35] where the full inverse scattering method has been helpful in
constructing such a result. The functions c and T are given as follows

= −c c t ηexp( /2 ),0 (3a)

= − −T c
η

ηh1
4

exp( 4 ).
2

2 (3b)

The envelop moving left at the constant velocity = η1/(4 )2v . This so-
lution has been shown to be of loop-shape when depicting B versus C
[29,35] and of spike shape when depicting B versus x [35]. The solution
Eq. (2) will serve to discuss the contribution of additional terms that
occur in the system taking into account inhomogeneous exchange and
damping effects.

2.2. The KMM-system with damping effects

In the windings of Kraenkel, Manna and Merle ideas, Nguepjouo and
coworkers [37] have derived, while considering the Landau-Lifschitz-
Gilbert damping, the system

= −B BC sB ,xt x x (4a)

= −C BB ,xt x (4b)

where s is a constant parameter that translates the damping effects on
the dynamic of waves in ferrites. The initial value problem of this
equation has also been investigated in details by the same authors and,
as conclusion, it has appeared that the energy of the system decreases as
time evolves. But till now, analytical expression of the associated so-
lution has not been provided. It has not even been proven yet that this
equation is integrable or not. Paying attention of such a question of
integrability, we propose to investigate solution to a nonlinear system
from which, through and approximation one obtains the solutions to
the system Eq. (3). The system we are talking about is expressed as
follows:

= −B BC sB ,xt x x (5a)

= − =C α BB α st, exp( ),xt x
2 (5b)

with ≠s 0. α can be developed in Taylor series near the initial point as
follows:

= + + + ⋯⋯st st stexp( ) 1 ( )
2

2

(6)

This equation Eq. (5) has the advantage to possess associated Lax-pairs:

⎜ ⎟= ⎛
⎝ −

⎞
⎠

y ıλ
C αB

αB C y,x
x x

x x (7a)

= ⎛
⎝

−
−

⎞
⎠

y ıλ αB
αB ıλ

y1/4 /2
/2 1/4

.t (7b)

Following the inverse scattering transform method, while considering
≃α 12 , one easily obtains a solution to the system Eq. (4). This ap-

proximated solution is given as [36]

= +
−

B e
η

φ φsech( ),
st

0 (8a)

= − + +C h
η

φ φ1 (tanh( ) 1),0 (8b)
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which moves at the velocity = η1/(4 )2v . Observing solutions Eq. (8)
and the one given in Eq. (2), it appears that the damping effects con-
tributes on the dynamic of wave by decreasing its amplitude as wave
evolve. The shapes of the waves remaining the same as for the case of
wave solution to the KMM-system. Influence of such a parameter is
depicted in Fig. 1 where it is well observe that wave decreases as time
evolve. The impact of damping effects stands to act principally on the
amplitude of the wave. It also has an impact on the width of the wave
but, this impact on the width is too weak that it can be neglected, as
shown in Fig. 1, due to ultra fast process assumption occurring in ferrite
during re-magnetization. Since influence of damping effects has been
investigated, we then further discuss the influence of the in-
homogeneous exchange effects.

2.3. Inhomogeneous exchange influence on the propagation of waves in
ferrites

Known as deformations, inhomogeneity in general represents var-
iations of the physical interactions due to spatial distortion of the
crystal lattice [42,43]. It also represents the symmetry breaking or
disorder in crystal systems [44]. Inhomogeneities can occur in materials
due to external fields, presence of defects, vacuum or gaps. On the other
hand, inhomogeneity can also be the result of spin interactions. Indeed,
knowing that the magnetization is treated in terms of spin waves and
the Heisenberg model allows to directly treat a set of spins relative
interaction depends on the distance between the nearest neighbors
[45]. The usual picture of the two-magnon model is that in-
homogeneities introduce weak interactions between the spin-wave
modes that allow the energy of the uniform precession to leak into a
number of other modes, providing an effective damping of the uniform

mode. Alternatively, the effect of the inhomogeneity may be regarded
as a mixing of the eigenmodes of the uniform film in a way that dis-
tributes the ferromagnetic resonance intensity over a number of ei-
genmodes, resulting in an ferromagnetic resonance peak composed of a
number of overlapping resonances [46,47]. In certain cases, due to
presence of imperfection, intra-sublattice interaction becomes com-
parable with intersublattice interaction. In such a situation disorder and
frustration takes place in the spin subsystem. Similarly, inhomogeneity
can also be simulated by the deliberate introduction of imperfections
(impurities or organic complexes) in the vicinity of a bond so as to alter
the electronic wave functions without causing appreciable lattice dis-
tortion [42,43]. These defects cause distortions in atomic shells and
induce deformation of the materials. Inhomogeneities affect sig-
nificantly the dynamics of magnetization of ferrites [43]. In order to
investigate the inhomogeneous exchange effects on the dynamic of
magnetic waves in ferrites, Kuetche and coworkers [40] have consider
the Landau-Lifschitz-Gilbert damping at higher order and have derived
the following system

= − +B BC sB Bϱ ,xt x x xx (9a)

= −C BB ,xt x (9b)

where Bxx stands to translate the inhomogeneous exchange within fer-
rites. We first consider the case where the damping effects are neglected
(s= 0) to investigate the contribution of this inhomogeneous exchange
on the propagating wave only. Looking for solutions to such a nonlinear
system, Kuetche [41] has derived via Hirota’s bilinear method soliton
solutions and has depicted B versus C. We aim in this work at con-
structing in addition to B versus C B, versus x. Indeed, we consider that
solution to Eq. (9) can be written as follows

=B k γsech , (10a)

= −C h p γtanh , (10b)

= −x h r γtanh , (10c)

= +γ nh mt, (10d)

the constant parameters k n m p, , , and r are to be determine. Introdu-
cing Eq. (10) into Eq. (9) we obtain the following system

Fig. 1. Propagation of one-soliton solution B to the system Eq. (4) for =s 0 (solid line) and =s 20 (dashed line), with the eigenvalue =η 1 at times = =t t0, 0.0025
and =t 0.005 depicted versus x (panels (a1), (a2) and (a3)) and versus the Magnetization induction C (panels (b1) (b2) and (b3)). The solid line ( =s 0) is the wave
solution of the KMM-system Eq. (1) while the dashed line (s= 20) is standing for the approximated solution of Eq. (4). It is observed on this figure that damping acts
principally on the amplitude of the wave while its influence on the width is very low.
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− + =n mnϱ 1 0,2 (11a)

− =np nm2 0, (11b)

− =mp k2 0,2 (11c)

The first of the above equation Eq. (11a) corresponds directly to the
dispersion relation provided in Ref.[41]. Solving this system, we obtain

= ±k m2 , (12a)

=p m2 , (12b)

=
± −

n
m m 4ϱ

2ϱ
,

2

(12c)

=
± −

r
m m

2ϱ
4ϱ

,
2 (12d)

with − ⩾m 4ϱ 02 . Considering propagation of waves in ferrites without
any inhomogeneous exchange processes, one has to set =ϱ 0 before
solving Eq. (9). As a result, one recovers the solutions obtained for the
case of KMM-system.

2.3.1. Case of − =m 4ϱ 02

Explicit expression of the analytical solution of the system Eq. (9) is
written as

=B
η

γ1 sech ,
(13a)

= −C h
η

γ1 tanh ,
(13b)

= −x h
η

γ1
4

tanh ,
(13c)

= +γ ηh t
η

4
2

,
(13d)

⎜ ⎟= ⎛
⎝

⎞
⎠η

ϱ 1
4

,
2

(13e)

where we have replaced m by η1/2 for convenience and have chosen

= ( )ϱ η
1
4

2
for simplification in the analysis. Eq. (13) stands for exact

one-soliton solution to the system Eq. (9) that allows us to depict B vs C
as in Ref.[41] and B versus x. To discuss the contribution of the para-
meter ϱ on the dynamic of the waves, we evaluate bandwidth at half
height of the wave, the maximum width of the loop wave and the height
at which this maximum width occurs. Indeed we define the quantities
L0 and Lϱ as the maximum width of loop solitons, H0 and Hϱ the height
at which it occurs and the quantities l0 and lϱ the width at half max-
imum height of the wave when =ϱ 0 and when ≠ϱ 0. It appears that

⎜ ⎟⎜ ⎟= ⎛
⎝

− ⎛
⎝

⎞
⎠

⎞
⎠

L
η
1 3 1

2
arctanh 3

2
,ϱ

(14a)

⎜ ⎟⎜ ⎟= ⎛
⎝

− ⎛
⎝

⎞
⎠

⎞
⎠

L
η
1 2 arctanh 2

2
,0

(14b)

= + −l
η

1
4

(2ln(2 3 ) 3 ),ϱ
(14c)

= + −l
η

1
2

(2ln(2 3 ) 3 ),0
(14d)

=H
η

1
2

,ϱ
(14e)

=H
η
2

2
,0

(14f)

From these expressions it is shown clearly that = − >L LΔ 0ϱ 0 and
= − <δ l l 0ϱ 0 . The influence of inhomogeneous exchange within fer-

rites begin to give some ideas since for the same amplitude, the addi-
tional dispersive term increase the maximum width of the loop soliton
while the bandwidth at half maximum height of the spike wave de-
creases as presented in Figs. 2 and 3, comforted with expressions given
in Eq. (14). To investigate more deeply the influence of inhomogeneous
exchange effects on the dynamics of magnetic waves in ferrites, further
investigations are needed while considering the case where

− >m 4ϱ 02 .

Fig. 2. Propagation of one-soliton solution B to the system Eq. (9) for =ϱ 0 (dashed line) and =ϱ 0.0625 solid line, with the eigenvalue = =η s1, 0 at times
= =t t0, 0.0025 and =t 0.005 depicted versus x (panels (a1), (a2) and (a3)) and versus the Magnetization induction C (panels (b1) (b2) and (b3)). The dashed line

( =ϱ 0) is the wave solution of the KMM-system Eq. (1) while the continuous line ( =ϱ 0.0625) is standing for exact one soliton solution of Eq. (9) for ( =s 0). It is
observed on this figure that inhomogeneous effects act not on the amplitude, but on the width of the waves. For spike soliton the width of the wave decreases as
observed in panels (a1), (a2) and (a3) while the width of the loop soliton increases as observed on panels (b1) (b2) and (b3).
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Investigating solutions to the system Eq. (9), since it is not proven
integrable, it is possible to find a solution that, under some approx-
imation, verify Eq. (9). On the regards of the above solutions provided
for = ≠s 0, ϱ 0 given in Eq. (13) and the solution obtained for

≠ =s 0, ϱ 0, we deduce an approximated solution to Eq. (9), written
as follow

=
−

B e
η

γsech ,
st

(15a)

= −C h
η

γ1 tanh ,
(15b)

= −x h
η

γ1
4

tanh ,
(15c)

= +γ ηh t
η

4
2

,
(15d)

⎜ ⎟= ⎛
⎝

⎞
⎠η

ϱ 1
4

,
2

(15e)

provided st is very small that ≃−e 1st2 . This consideration is in ac-
cordance with the ultra fast processes in ferrites which practically can
be refer to data inputs which undergo some fast re-magnetization
process within magnetic memory devices [41].

2.3.2. Case of − >m 4ϱ 02

In this case, while considering the system free of damping effects,
Eq. (13) takes the following expression

=B
η

γ1 sech ,
(16a)

= −C h
η

γ1 tanh ,
(16b)

= −
+ ∊ −

x h
η

η
γ

4 ϱ
1 1 16 ϱ

tanh ,
2 (16c)

=
+ ∊ −

+γ
η

η
h t

η
1 1 16 ϱ

4 ϱ 2
,

2

(16d)

which alow construction of magnetic waves with arbitrarily chosen non
zero ϱ. Similarly to the previous analysis, at =t 0 we evaluate H l,ϱ ϱ and
Lϱ to be expressed as follows

=
+ ∊ −

H
η

4ϱ
1 1 16 ϱ

,ϱ 2
(17a)

=
+ ∊ −

+ −l
η

η
4 ϱ

1 1 16 ϱ
(2ln(2 3 ) 3 ),ϱ 2 (17b)

=
− + ∊ −

+ ∊ −

−
+ ∊ −

⎛

⎝
⎜⎜

− + ∊ −

+ ∊ −

⎞

⎠
⎟⎟

L
η

η η

η

η
η

η η

η

2 1 4 ϱ 1 16 ϱ

1 1 16 ϱ

8 ϱ
1 1 16 ϱ

arctanh
1 4 ϱ 1 16 ϱ

1 1 16 ϱ
,

ϱ

2 2

2

2

2 2

2

(17c)

where ∊ = ±1. According to the parameter ∊, we observe different be-
havior for the same value of ϱ. Then, the parameter ∊ characterizes two
types of inhomogeneities that can occur in ferrite having different ef-
fects on the parameter of the wave. Such information is illustrated in
Fig. 4 and confirmed in Fig. 5. When considering the case with ⩾s 0,
one obtains

=
−

B e
η

γsech ,
st

(18a)

= −C h
η

γ1 tanh ,
(18b)

= −
+ ∊ −

x h
η

η
γ

4 ϱ
1 1 16 ϱ

tanh ,
2 (18c)

=
+ ∊ −

+γ
η

η
h t

η
1 1 16 ϱ

4 ϱ 2
,

2

(18d)

which approaches the solution of the system Eq. (9) under the ultra fast

Fig. 3. Propagation of one-soliton solution B to the system Eq. (9) for =s 0, with the eigenvalue = =η 1, ϱ 0.0625 at times =t 0, depicted versus x and versus C
(panels (a1), (a2)) and the one-soliton solution B to the KMM-system Eq. (1) versus x and versus C (panels (b1), (b2)). The parameters l0 and lϱ stand for the width at half
maximum height, L0 and Lϱ stand for the maximum width of the loop solitons, H0 and Hϱ represent the magnitude at which the width of the loops solitons are
maximal and A0 and Aϱ represent the magnitude at which the cross over occurs.
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process assumption. Under this approximation, the values of L l,ϱ ϱ and
Hϱ do not vary significantly. Such a result is in accordance with the one
obtained in Ref.[48] for YIG film. It appears that the damping effects
are not only characteristic of the properties of the material, but must
have something to do also with some parameters of the wave itself Ref.
[43]. To bring further information about the contribution of damping
effects and inhomogeneous exchange processes on the dynamics of
waves in ferrites we provide the following equation

⎜ ⎟

⎜ ⎟

= + −

− ⎛
⎝

− ⎞
⎠

+ ⎛
⎝

⎞
⎠

−

+ ∊ − −
−

−
+ ∊ −

+ ∊ −

E sη γ γ

η γ

γ γ

(2 1 sech )sech

sech

(1 sech )sech ,

η
η

γ
γ

η
γ

γ
η

η

η
η

η

1 1 16 ϱ
16 ϱ

1 sech
1 sech

2 2

1
4

sech
1 sech

1 1 16 ϱ
4 ϱ

2

1
2

1 1 16 ϱ
4 ϱ

2
2 2

2

4

2

2

3

2

2

2

2

2

(19)

which stands for the energy density of the moving wave given in Eq.
(18). In all of the cases ∊ = 1 or ∊ = −1 this energy density E decreases
as x increases and, when ϱ increases, energy density decreases for ∊ = 1
and increases for ∊ = −1. Presence of inhomogeneities cause dissipation
in the system exciting the soliton or can also bring in energy. We depict

Fig. 4. Evolution of height Hϱ at which maximum width of loop occurs versus ϱ (panel a1), evolution of the width Lϱ versus ϱ (panel a2) and variation of width at half
maximum lϱ versus ϱ (panel a3) For different values of ∊.

Fig. 5. One-soliton solution of the system Eq. (9). For the case ∊ = +1 (panels a1 and a2) one observe that Hϱ and Lϱ decrease as ϱ increase for the loop (panel a2) while
the bandwidth increase as ϱ increase for the spike (panels a1). When ∊ = −1 the previous process reverse (panels b1 and b2).
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in Fig. 4 the evolution of height Hϱ versus ϱ alongside with the evolution
of the width of the spike lϱ versus ϱ. This figures show that according to
the parameter ∊ these quantities behave in the same manner, increasing
when ∊ = +1 and decreasing when ∊ = −1. This result is coherent with
the result obtained in Eq. (16) and depicted in Fig. 4 for different values
of ϱ. For ∊ = +1 it appears clearly that Lϱ decreases as ϱ increases and
for ∊ = −1 Lϱ increases as ϱ increases. It was not evident to provide
analytical expression of Aϱ. Meanwhile, it appears in Fig. 5 that Aϱ
increases as ϱ increases for ∊ = 1 and Aϱ decreases as ϱ increases for
∊ = −1.

Now that we have investigated analytically the solution of the
system Eq. (9), and have constructed its solution without damping ef-
fects and, have also constructed approximated solution while con-
sidering zero inhomogeneous exchange effects under the ultra-fast
process assumption, it is thus important to verify if this solution can be
confirmed numerically.

3. Numerical simulations

Investigating solutions to nonlinear evolution equations, one often
derive when possible exact analytical solutions when equation is proven
integrable. When on the contrary it appears difficult to solve exactly the
nonlinear system under interest, it sometimes appears that approxi-
mated solutions can be derived and, in this case, further investigations
are necessary. As far as we are concerned with inhomogeneous ex-
change within ferrite, we found it difficult to solve exactly the nonlinear
system Eq. (9), but we have been able to propose a solution that ap-
proximates the solutions to the aforementioned system under a condi-
tion that translate ultra fast processes in ferrites. We now pursue with
numerical investigations to confirm the results that have come out from
analytical investigations. Indeed, we use the finite difference method
with initial conditions given as:

= +B x
η

ηh φ( , 0) 1 sech(2 ),0 (20a)

= − +C x h
η

ηh φ( , 0) 1 tanh(2 ),0 (20b)

= − +x h h
η

ηh φ( , 0) 1
2

tanh(2 ).0 (20c)

We present in Fig. 7 the evolution of loop and spike soliton, solutions of
Eq. (9). On this figure, it appears that numerical simulation and ana-
lytical results are matching very well. Such a result confirms the in-
vestigations carried out in the previous section. Then, going forward in
the windings of the previous analysis, we discuss numerically the case
where the damping effect is taken into account ≠s( 0). We depict in
Fig. 7 the solution of the system Eq. (9) in which one observe that once
more, analytical and numerical simulations are matching. It appears
that the combined effects of damping an inhomogeneous exchange
contributions on the dynamics of the wave are: decreasing the ampli-
tude of the wave, increase the width of the loop wave and decrease the
bandwidth at half maximum amplitude of the wave.

The numerical simulations then confirm the analytical result.

4. Discussion of the results

We have investigated the influence of inhomogeneous exchange and
damping effects on the dynamics of wave in ferrites. Indeed, we have
constructed analytical solution of the system Eq. (9) that model the
dynamics of such waves in which involve parameters s and ϱ that model
damping and inhomogeneous exchange respectively. As a result, the
following conclusions have risen out.

(i) For the case where =ϱ 0, we observe that for >s 0, the damping
effects act on the wave which decrease as time evolve. The

bandwidth not changing significantly in the case of ultra fast process
assumption as observed in Fig. 1. Such a result has been predicted
and obtained in Ref.[48] and references therein.
(ii) When considering the inhomogeneous exchange only ( ≠ϱ 0), it
appears that two cases came out according to a parameter ∊ that
takes two different values which are ∊ = +1 and ∊ = −1. The para-
meters that help characterizing these inhomogeneous exchange ef-
fects being the maximum width of the loop wave Lϱ, the height Hϱ at
which this maximum width occurs and the width lϱ at half maximum
as provided in Fig. 3.
* When ∊ = +1 it has appeared that the maximum width Lϱ of the
loop soliton decreases as ϱ increases and the height Hϱ at which its
occurs increases as ϱ increases. As illustration we have depicted in
Fig. 4 (dashed line) and in Fig. 5 (panels (a1) and (a2)) the evo-
lution of Hϱ and Lϱ versus ϱ. For the spike soliton solution that are
originated from the depiction of B versus x, one has observed
reverse processes where the width at half maximum lϱ increase as
ϱ increases as depicted Fig. 4 (panels (a3)).
* When ∊ = −1 One observe a reverse process that is, Lϱ increases
while Hϱ decreases as ϱ increases, while lϱ decreases as ϱ increases
as observed in Figs. 4 and 5. In both cases (∊ = +1 and ∊ = −1),
energy densities have been provided in Eq. (19) and depicted in
Fig. 6 for two different values of ϱ, which complete and confirm
the previous results. All the behaviors described here are simply
due to the type of inhomogeneity present in the ferrite.

(iii) When considering the combined effects of damping an in-
homogeneous exchange process within ferrites, the evolution of
waves are subjected to loss of energy with time, characterized by the
decreasing of the wave amplitude and, according to the value taken
by ∊ the bandwidth of the wave increase or decrease with ϱ.
(iv) Further investigations have been carried out to confirm the
above analytical results. Indeed we have proceeded to some nu-
merical simulations. We have followed the finite difference method
and, as a result, it has come out that the analytical and numerical
simulations are matching very well. We have depicted in Fig. 7 the
analytical and numerical results where the combined effects of
damping and inhomogeneous exchange have been taken into ac-
count.

In ferrites made of polycrystal, inhomogeneous exchange process and
damping effects must be taken into account when investigating the
propagation of wave in such media. The system Eq. (9) thus respond to
this demand. Investigating the solution of such equation, it appears that
two different types of inhomogeneities occur that increase or decrease
the width of the wave according to the parameter that characterizes the
inhomogeneity. One can also think about ferrites that combine the two
different types of inhomogeneities that come periodically. Therefore
combined effects will occur that is, width of the wave will increase and
decrease alternatively and one will observe a sort of wave that breath as
time evolves. Another scenario can occur that is, the combined types of
inhomogeneities in the same material may help in reducing the effects
of inhomogeneous exchange within ferrite which will result to a stable
profile that is near to the result of KMM-system, that does not takes into
consideration these combined effects.

5. Conclusion

Throughout this work, we have investigated propagation of waves
in ferrites subjected to influence of damping and inhomogeneous ex-
change effects. Indeed, we have considered the KMM-system that ap-
pears to describe propagation of wave in ferrites free of damping and
inhomogeneous exchanges. We have recalled the analytical solutions
obtained for the previous equation and used the associated one-soliton
for comparison purpose. Aiming at investigating the influence of
damping effects in the dynamic of waves in such a medium we have
derived a solution that, under some approximation (approximation that
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approves the ultra-fast process assumption) verify the system Eq. (4). As
a result, it appears that damping has as effect to decrease the amplitude
of the wave as it evolves. Pursuing our analysis, we have discussed the
case of inhomogeneous exchange effects and have proposed analytical
one soliton solution to the system Eq. (9) where damping effects are
neglected ( =s 0). It appeared as a result that, for a leading case verified
by ϱ, inhomogeneous exchange parameter acts on the wave by reducing
it bandwidth for the case of B versus x, or increasing the maximum
width of the loop soliton for B depicted versus C. The amplitude of the
wave and its shape are conserved in this case. In regards to the previous
solutions, we have proposed an approximated solution to the system Eq.
(9) that takes into account the combined effects of damping and in-
homogeneous exchange. Going over the leading case verified by ϱ, we
have investigated the influence of the inhomogeneous exchange process

in ferrites of different homogeneities. Indeed, we constructed solution
of Eq. (9) without damping, that is expressed explicitly as function of ϱ.
Then, through this solution, we have characterized the wave moving in
such medium while evaluating the maximum width of the loop soliton
Lϱ, the height Hϱ at which it occurs and, for the spike soliton we have
evaluated the width at half maximum of the wave lϱ. It has appeared as
a result that, according to a parameter ∊ l, ϱ, the height Hϱ decrease as ϱ
increases when in the same time Lϱ increases (∊ = −1). A reverse pro-
cess has been obtained for the case (∊ = +1). We have illustrated the
different situations in Figs. 4 and 5. To complete these analysis, we have
provided the energy densities for both cases of ∊ in Eq. (19) and de-
picted these energies in Fig. 6 where for two different values of ϱ one
observe in each case how energy is influenced by inhomogeneity.

From the results obtained throughout this work, it has appeared two

Fig. 6. Energy densities Eq. (19) depicted for the case ∊ = +1 (panels a1) where one observes that energy density increases when ϱ increases. For the case ∊ = −1
(panels a2) a reverse process is observed where energy density decrease when ϱ increases. Such a result complete and confirms the one presented in Fig. 4.

Fig. 7. Propagation of one-soliton solution B to the system Eq. (9) for =s 20, with the eigenvalue = =η 1, ϱ 0.0625 at times = =t t0, 0.0025 and =t 0.005 depicted
versus x (panels (a1), (a2) and (a3)) and versus the Magnetization induction C (panels (b1) (b2) and (b3)). One observes that, for the combine effects of damping and
inhomogeneous exchange, analytical and numerical solutions match.
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types of inhomogeneities that can be recognized by their effects on the
waves. These effects consisting of increasing or decreasing the width of
the waves as it moves. Each effect will then be observed in ferrites made
of one crystal with particular inhomogeneity. But one may think about
poly crystals in which the two different types of inhomogeneities are
structured periodically, then one will observe increasing and decreasing
of width of the wave leading to a sort of wave that breath as it evolve.
One may also think about reducing the effects of inhomogeneous ex-
change within ferrite by introducing the two types of inhomogeneities
so that the effect of these two types of inhomogeneities will compensate
each order. In this case, the mean wave will evolve as if there is no
inhomogeneity in the medium as described by the KMM-system.

To further investigate the analytical results obtained, we have
proceeded to some numerical simulations. We have followed indeed the
finite difference method. Conclusion that appeared at the end of such
analysis is that: numerical and analytical results are matching very well.
Illustration is given in Fig. 7, where we have depicted analytical solu-
tion Eq. (18) and numerical solution obtained under the initial condi-
tions provided in Eq. (20). This result sustains the analytical results
obtained in Section 2. Now that numerical simulations have been car-
ried out along with analytical results that are not in contradiction, the
further investigation should consist of experimental investigations.
Such question remains open.

We have obtained in this work solutions that are loop-shaped for the
case of magnetic field depicted against the magnetization. We have not
heard as far as we are concerned with such a loop-soliton that it has
been obtained experimentally. It seems then judicious to look for al-
ternative model equations which solution may be single-valued. Such
systems may help understanding very deeply the dynamic of waves in
magnetic materials, and one will have as advantage that single valued
solutions have been obtained experimentally. Such an approach has
recently been carried out in Ref. [43] where a modified KdV equation
has been shown to describe propagation of short-waves in ferrites.
Breathers as solutions have been constructed. Similar investigations can
be made under some different conditions and one may obtain novel
equation that, we are sure, will be helpful in describing the propagation
of single-valued short waves in inhomogeneous ferrites. There are in the
literature so many equations of physical implication that have not been
proven integrable and there are poor knowledge on the analytical de-
scription of the dynamics of their wave solutions. One of such example
is the vector short pulse equation describing the propagation of ultra
short waves in optical fibers [49]. Such systems deserve deep in-
vestigation both analytically and numerically. These problems will
constitute the matter of future investigations.
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