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ABSTRACT. In these notes we present in printed form the content of a se-
ries of lectures given by five of the authors at the International Workshop
in Classical Analysis held in Yaoundé in December 2001. Our purpose is
to introduce the problem of LP-boundedness of weighted Bergman projec-
tors on tube domains over symmetric cones, and show some of the latest
progress obtained in this subject. We begin with a complete description
of the situation on the upper half-plane. Next, we introduce the geometric
machinery necessary to study the problem in higher dimensions. This in-
cludes the riemannian structure of symmetric cones, the induced Whitney
decomposition and the introduction of a wider class of spaces with mixed
LP9-porms. Our main result is the boundedness of the weighted Bergman
projector on the weighted mixed norm spaces L9 for an appropriate range
of indices v, p,q. Finally, we conclude by discussing various applications,
further results, and open questions.
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FOREWORD

In December 2001 the “International Workshop in Classical Analysis, Par-
tial Differential Equations and Applications” was held in Yaoundé, Cameroon.

Here we present an outgrowth of the notes of a series of lectures that five
of us' delivered on that occasion. These notes were carefully taken by Cyrille
Nana?, who also wrote the first coherent draft.

We provide in these lecture notes an introduction to the analysis of weighted
Bergman spaces on tubes over symmetric cones and, at the same time, a self-
contained presentation of the joint results we have obtained during the past
few years ([5}(2], [3), [8], [4])

During the academic year 2001/02, the first named author gave a graduate
course based on the same notes and he is indebted to his students for many
corrections and improvements.

It is pleasure to thank the people and the institutions that promoted and
supported the workshop. We mention in particular the Ministry of Research
of Cameroon, the University of Yaoundé, and the CIMPA. A. Bonami ac-
knowledges support from the Foreign Ministry of France, G. Garrigés from
Universidad Auténoma de Madrid, M. Peloso and F. Ricci from CIMPA for
their travel funding.

Finally, A. Bonami, G. Garrigds, M. Peloso and F. Ricci wish to express their
appreciation to D. Bekollé for his kind invitation and wonderful hospitality,
extended to all the participants of the workshop who patiently attended our
lectures. Special thanks go to Jocelyn Gonessa, who, together with Cyrille
Nana, spent a lot of energy for the success of the workshop.

'D. Békollé, A. Bonami, G. Garrigds, M. Peloso and F. Ricci.
2A Ph. D. student of D. Békollé.
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1. BERGMAN SPACES IN THE UPPER HALF-PLANE OF THE 1-D
COMPLEX SPACE

We begin our presentation with the simplest case: the upper half-plane H
of the one-dimensional complex space C. This is the prototype of a tube
domain over a cone, the cone being the positive real half-line (0,00). This
approach gives us the opportunity to introduce the subject in a more familiar
context, and to describe and prove many of our results using elementary tech-
niques. Such presentation will also help understanding the problem in higher
dimensions, where many new limitations appear and subtle difficulties must
be overcome.

The results we present here in one-dimension are all well-known, and can
be found scattered in the literature (see e.g., [23], [13] or [26] for basic prop-
erties of Hardy and Bergman spaces). In our presentation, we will try to be
as self-contained as possible, emphasizing the proofs which are keener to be
generalized to higher dimensions (specially arguments involving group invari-
ance). This approach will end up with three apparently different problems
which will be considered later in higher dimension, and which will turn out to
be equivalent, providing a common point where geometry, real and complex
analysis merge. We solve them completely in the one dimensional case.

1.1. Definitions and basic properties.

Let H(H) be the space of holomorphic functions on H, where this domain
denotes the upper half-plane in C,

H=R+i0,00)={z+iye C:y>0}.
We first define the Bergman spaces.

DEFINITION 1.1. Given p € [1,00), the (unweighted) Bergman space AP =
AP(H) is defined by

AP = H(H) 0 LP(H, dady)

_ {FEH(H):HFHZP:/OOO/R|F(:1:—I—iy)|pdxdy<oo}.

Given v > 0 and p € [l,00), the weighted Bergman space A? = AL(H) is
defined by

Aﬁz{FGH( \FHAP—/ /|F:1;—|—zy|pd:1;y”y<oo}

We shall denote by L? the Lebesgue space associated with the measure
y"“'dxdy. Observe that AL = AP for v = 1.

Below, we give examples of functions in these spaces. We leave the verifica-
tion as an exercise to the reader.
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EXAMPLE 1.2. Let o > 0 be fixed.

(i) The holomorphic function F,, defined on H by F,(z) = m belongs to
AP if and only if v > 0 and p > %;

(ii) The holomorphic function G, defined on H by G, (z) = ifj belongs to
Agifandonlyifl/>0andé<p<%.

The next proposition gives basic inequalities for functions in AL,

PROPOSITION 1.3. Let p € [1,00) and v > 0.
(i) There exists a constant C' = C(p,v) > 0 such that for all x +iy € H and
for all I € AP, the following inequality holds:

. _r4l
[F (@ +aiy)| < Cy™ v || F|az.

(ii) There exists a constant C = C(p,v) > 0 such that for all y € (0,00) and
for all I € AP, the following inequality holds:

[E(C+iy)lle < Cy v || F]lap-
(iii) For all F € A%, and for all y > 0, the following holds:
(1.4) hm F(x+iy)=0.

l’ —>OO
PROOF: Before starting the proof, let us remark that A? is invariant by
translations and dilations. More precisely, we fix + € R and y > 0, and
consider the translate of F' € AL under x, given by Fy(u+iv) = F(a+u+w).
Then Fy is also in A2 with same norm as F. Analogously, if we define the

dilate of F' by Fy(u 4+ iv) = F(y(u +iv)), then F3 is in AZ, with norm
_vil
[F2llaz =y 7 || F']|az-

Let us now prove (i). From the invariance properties above, it suffices to
consider the case ©+ = 0 and y = 1 (which can be applied afterwards to (Fi)s).
Let D(zo,r) denote the disc of center zy and radius r. The mean value
property, Holder’s inequality and the fact that v*~! is bounded below on the

interval [£, 2], imply that

<C, (// u—l—iv)|pdudv>
/ / Fu+ i) Pduv”™ ldv] < Cp |l F)| 4z

1) Again, by invariance it suflices to prove the case y = 1. Proceeding as
gain, DYy p Y g
above we obtain

(1.5) |F(x+ )P < Cp/ / F(u+ i) [Pdudv.
[v—1]< % [u—z| %

|F(i)] = F(u+ iv)dudv

S pl/
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Then, integration with respect to = gives:

[FC+D)l; < AH . [/ /| i Ldsz:|Fu—|—w)|pdu]

2 2

/ (/ | F'(u |pdu> vy < Coul F %
l[v—1]<L

—2

IA

(iii) Once more, we may assume that y = 1. Rewriting (1.5) we see that:
|Fz+))f <C / Xjz—1 o4 1] (w)| F(u + iv)|Pdu v’ dv.
[v—1]< %

Then, from the dominated convergence theorem it follows that
lim |F(x+1)P =0.
|z|—co

a

EXERCISE 1.6. Modify the proof of part (iii) above to show that the limit
in (1.4) holds uniformly in y over compact sets of (0,00). Combine this fact
with (i) to show that, when v > 0, yo > 0, then for all F' € A?,

lim F(z)= lim F(x+1y)=0.

sy ey o0
Sz>yo Y>>y

COROLLARY 1.7. Let p € [1,00) and v > 0. Then for every compact set K
of C contained in H, there exists a constant Cx = Ck(p,v) > 0 such that for
every I € AP, the following estimate holds:

sup [F(2)] < Crc | Fll g

zeK

PROOF: This follows immediately from assertion (i) of Proposition 1.3. O

COROLLARY 1.8. For all p € [1,00) and v > 0, the Bergman space A” is a
Banach space.

PROOF: The function F' + ||F|| 4z defines a norm on A?, because of the
equality || - |4z = || - ||[zz and A? is complete in this norm. Indeed, let {F,}
be a Cauchy sequence in A?. By Corollary 1.7, for every compact set K of C
contained in H, we get:

sup [Fy — Fy| < Cie|[Fy = £ || az;
K

it then follows that the sequence {F},} converges uniformly on every compact
set K of C contained in H. By Weierstrass Theorem, its limit F' is a holo-
morphic function on H. On the other hand, since the space L? is complete,
the Cauchy sequence {F,} converges in L? to a function G € LE. Therefore,
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we can extract a subsequence F, that converges a.e. to . This implies that
G = F almost everywhere on H. Furthermore, {F,} — F'in AZ. O

We point out that we could as well have defined the spaces AP for non
positive v, and prove the same propositions. This is of no interest, since an
easy consequence of Proposition 1.3 in this case is the fact that the weighted
Bergman spaces reduce to {0} when v < 0. Before giving the proof of this fact,
we need to recall basic properties of the Hardy classes, which may be seen, in
some way, as the limit classes when v tends to 0.

1.2. Hardy spaces on the upper half-plane.

Proofs and details of the results surveyed here can be found, e.g., in [10, Ch.
11] and [13, Ch.II].

DEFINITION 1.9. For p € [1,0), the Hardy space H? = H?(H) is the space

of holomorphic functions on H which satisfy the estimate
1

rwmﬁ:mm{/ ww+wW@} -

y>0 o

It is clear that || - ||ge is @ norm on H?. The next lemma follows from the
mean value property and Holder’s inequality (proceeding as in Proposition 1.3
above).

LEMMA 1.10. For every z = x + 1y € H and for every ¥ € H?

wvﬂs(%)Wme

Moreover, for every compact set K of H we have

4 %
Pl < (—— Y (Pl
igﬁ' (Z)|_<7rdist(](,8H)> 11

COROLLARY 1.11. For all p € [1,00), H? is a Banach space.

Again, we use the same kind of proof as for Bergman spaces.

The next result is an easy consequence of the residue theorem, and gives
the Cauchy integral representation for functions satisfying an HP-integrability
condition.

PROPOSITION 1.12. Let '€ H?)1 <p < oo. Then forall z=x+1y e H

and € € (0,y), we have
P =5 [ A

2me f_ t+i1e—z

DEFINITION 1.13. The kernel C(x + iy) = Cy(x) = %x-lfzy is called the
Cauchy kernel of H.
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In the sequel, for every function ¢ : H — C and for every y > 0, we denote by
¢, the function defined on R by ¢, (x) := ¢(a + iy). Then the Cauchy integral
formula may be written as follows: for all y > 0 and € € (0, y)

F,=F xC,_..

The next theorem is also well known, and gives the existence of boundary
values for functions in H?. The proof for p > 1 is simple and only makes use
of harmonicity. We state below the full result comprising also the case p =1,
for which we refer, e.g., to [10, pp. 190-195] or [18, pp. 317-323] (the latter,
in the case of the disk).

THEOREM 1.14. Let F' € H?, 1 < p < co. Then,

(i) The function y — ||Fy||, is non-increasing and continuous fory € (0,00);

(ii) || Fyll, tends to ||F||ge as y tends to zero;

(iii) There exists a function Fy € LP(R) such that F, converges to Fy in the
L? norm as y tends to zero; also Iy, = Fy* Cy = Fy* P, for every y > 0.
Moreover, F, tends to Iy in LP when y tends to 0.

Here P,(x) denotes the Poisson kernel in H. It is given by

Iy

Py(x) = ;xz —I— y27

has integral 1, and defines an approximate identity (while the Cauchy kernel
does not).

Let us now give applications of the last theorem for weighted Bergman
spaces. We first remark that Assertion (ii) of Proposition 1.3 can be read
in the following way. For F' € A? and ¢ > 0, the function F(-+i¢) is in H?,

with norm bounded by Ce™». Moreover, we have the following proposition.

PROPOSITION 1.15. Let '€ AP, 1 <p < oo. Then,
(i) The function y — ||Fy||, is non-increasing and continuous fory € (0,00);
(ii) F'(-41¢e) is in AL for positive ¢, and tends to F in AP as € tends to zero.

PROOF: The proof of (i) is a direct consequence of the fact that F(- +i¢) is
in H?. Tt is clear from (i) that F'(- 4+ i¢) is in AL for positive e. It remains to
prove that fooo | £y — Fyy<l[Py”~'dy tends to 0. This is an easy consequence of
the Dominated Convergence Theorem. O

REMARK 1.16. Let us now prove that, if v < 0 then A2 = {0} for every
p € [1,00). Indeed, it follows from Proposition 1.3 adapted to this case that,

for every F' € A, the function G(z) := (,Z’Fﬂ‘—(;)m

H? for m large enough. Hence, the function ¢ : (0,00) — [0,00) defined by

belongs to the Hardy space
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g(y) = [g |G(x + iy)[Pdx is non-increasing. Moreover

1FIE, > G, = / o)y~ dy
0

Yo
> / 9(y)y" " dy > glyo) x .
0

So, g(y) = 0 for every y > 0. This implies that G (and also F') is identically
zero on H.

We now prove a density result which will be used often below.

PROPOSITION 1.17. Let v > 0 and 1 < p < oco. Then, for all g > 0 and
1 < ¢ < oo the set A7 N AY is dense in AD.
PROOF: Let m > 1 be large enough so that
1
(—iz4+1)™
(see Example 1.2 above). Given F' € AL and ¢ > 0 we consider
FO(2) = G (e2)F(z +1e), z€H,

(1.18) G(z) = € A?

which belongs to A% N AP since both factors are bounded (the second one,

by Proposition 1.3). Further, the pointwise limit of F(*)(2) equals F(z) when
e — 0. We have already seen that F(- + ic) tends to F' in A?. It remains to
see that the same is valid for G, (e-) F. Again, it follows from the Dominated
Convergence Theorem.

O

1.3. A Paley-Wiener Theorem.

Let us first recall the version of the Paley-Wiener Theorem which is adapted
to Hardy spaces.

PROPOSITION 1.19. (i) For every g € L*(0,00), the following integral is
absolutely convergent,

_ [T p
(1.20) P = o= [ e,
and defines a function F' € H? which satisfies
(1.21) 171 = [ lote)pe

(i1) The converse holds, i.e., for every F € H?, there exists g € L*(0,00) such
that (1.20) and (1.21) hold.
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PROOF: Let us prove (i). The integral on the right hand side of (1.20)
is absolutely convergent, and defines a holomorphic function. Moreover, it
follows from the inverse Fourier formula that the Fourier transform of Fj is
given by

— 1

F, = ——g(£)e ¥,
By Plancherel formula, || F,||3 = fooo e~ 28 g(€)|*d¢, and Formula 1.21 follows at
once. Conversely, using Theorem 1.14 and the fact that the Fourier transform
of the Poisson kernel is equal to \/%e—yléh if g is the Fourier transform of Fp,

we get that

~ L[ e ke
F(z +1y) = ﬁ/_ e eV g(&)dE (z € H).

It remains to show that ¢ is supported in (0,00). But, if we cut the integral
into two parts, the integrals over (—oo, 0) and over (0, 00), the first one gives an
anti-holomorphic function, while the second one gives a holomorphic function.
Since F'is holomorphic, it means that the first one is 0. By Fourier uniqueness,
this implies that g vanishes on (—o0,0), and allows to conclude.

Let us now consider the weighted Bergman spaces.
THEOREM 1.22. (Paley-Wiener) (i) For every g € L*((0,00),£77d€) the

following integral is absolutely convergent,

(1.23) P == [ aga e

and defines a function F' € A% which satisfies
I'(v) [~ d¢
(1.21) 171 = 552 [P
0

(i) The converse holds, i.e., for every F' € A%, there exists g € L*((0,00),£7d¢)
such that (1.23) and (1.24) hold.

PROOF: (1) Again, the integral on the right hand side of (1.23) is absolutely
convergent, since by Schwarz’s inequality

Amw%aowlem@ﬂ%%@%m@m&

< (/Oo g”e*y%) % (/Oo |g<§>|2‘§—f>% < oo,

(recall that v > 0). This implies that the right hand side of (1.23) defines a
function £ which is holomorphic in H.
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To prove (1.24), we use the Plancherel formula. By (1.23), we have that

F(z 4 iy)|%dz = Ooe_zyé 24
!AI(+—MI A (6P

and therefore

o0 ] ydy o0 o0 B ydy
[ ([resmpe ) = [Tiger (7o)
0 R Y 0 0 Y
=I'(v / g(6)|? .
) [ e
To prove (ii), we use Paley-Wiener Theorem for Hardy classes. For every
e > 0, there exists g. which is in L?(0, 00) such that

1 <
FZ—I—iaS:—/ 6”55 d€.
( ) Nl (£)d¢
The uniqueness of the Fourier transform implies that

e™4g:(€) = e gai (§).
We take g(&) = ¢*¢g.(£) to conclude that F' is given by the required formula.

Again, by the Plancherel formula and Fubini’s Theorem for positive functions
as above,

191 = [ latoR ([ e ay) de =0 [l

This last integral is finite, which we wanted to prove. a

EXERCISE 1.25. Let v > 0 and 1 < p < 2. Show that for all /' € A? there
exists ¢ € L'((0, oo),f_”p? d€) such that (1.23) holds and
S COfF

_.p

lall
LP ((0,00),& P dE)
(Hint: use Hausdorff-Young’s inequality.)

1.4. Bergman kernels and Bergman projectors.

DEFINITION 1.26. Let H denote a Hilbert space consisting of complex func-
tions on an open set F. We call reproducing kernel for H, a complex function
K : E x E — C such that, if we put K,(z) = K(z,w), then the following two
properties hold:

1. for every w € F, the function K, belongs to H;
2. for all f € H and w € E, we have

f(w) = {f, Ku).

It is worth noticing that these two properties imply that such a kernel K
satisfies the identity K (z,w) = K(w, z), for all z,w € E.
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PROPOSITION 1.27. For every v > 0, the Bergman space A in H possesses
a reproducing kernel.

PROOF: By Corollary 1.7 used for the compact set {w}, we know that F'+—
F(w) is a continuous linear functional on the Hilbert space A%. We combine
this with the Riesz representation theorem for such functionals. a

DEFINITION 1.28. The reproducing kernel for A*(H) is called the Bergman
kernel of H and is denoted by B(z,w). More generally, for v > 0 the reproduc-

ing kernel for A2 is called the weighted Bergman kernel of H and it is denoted
by B,(z,w).

We will see that the weighted Bergman kernel can be explicitly computed.

In what follows, the notation Log z and 2% = €87 Rez > 0, a € C,
corresponds to the determination of the logarithm which is real in the positive
real axis.

THEOREM 1.29. If v > 0, then the weighted Bergman kernel is given by the

formula
21/—1 = —-v—1
B,(z,w) = v (Z , w) .

T 4

PROOF: By the Paley-Wiener theorem, every function ' € A2 can be written
as

1 S
1.30 F(z)= — e g(€)dE,
(130 2= = [ ate
for some g € L(Qy)((), +00). Since B,(-,w) € A2, there exists g, € L? such that

1 oo
Bulew) = —= / ¢ g, (€)dE.

Now, since the kernel B,(-,w) is reproducing for A2, polarizing the isometry
in the Paley-Wiener theorem gives

dg
(26)"

F(w) = (F.K,) = T(») / GG

The identification with (1.30) gives that

1 e~iwE

gw(f) = \/%F(I/) (25)11'
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Hence,

1

2ow) = Ooei(z—ﬁ) v
Bufew) = g [ iy

_ 1 ey
27TF(I/) (—Z(Z _ E))u-l—l /0 5 5
22 T'(r+1) =1y (Z—E) —v-t

- 27l(v) (ﬂ)”"’l I i

K3

DEFINITION 1.31. The orthogonal projector from the Hilbert space L? =
L*(H) onto its closed subspace A? is called the Bergman projector of H and
it is denoted by P. More generally, for every v > 0, the orthogonal projector
from the Hilbert space L? onto its closed subspace A2 is called the weighted
Bergman projector of H and it is denoted P, .

PROPOSITION 1.32. For every f € L? and = € H we have that

(1.33) P, f(z)= /HBU(Z,U—I—iv)f(u—I—iv)du v .

PROOF: By the reproducing property of B,(z,w) and the self-adjointness of
P, in L?>(H) we have:

Pvf(z) = <Pl/f7 BU('?'Z) >L§ = <f7 PVBV('?'Z) >L§

= ([, Bu(2) >L% - /HBy(z,u +3v) f(u + iv)du v" " dv.

1.5. Problem 1: The boundedness of the Bergman projector.

We have just found an explicit formula for the orthogonal projector P, from
L? onto the subspace A2. It is natural to ask whether this operator extends
in some meaningful way to L2 for p # 2, and in that case whether the repro-
duction property of B,(z,w) (i.e., P,F = F) holds in A? spaces. The first
observation in this direction is that, for fixed z, the function B, (-, z) belongs
to L2 if and only if ¢ > 1 (cf. Example 1.2). Therefore, the right hand side
of (1.33) is always well-defined whenever f € L?, 1 < p < oo, and moreover,
it coincides with f when this last function belongs to A? N AP. We already
mentioned the density of this last set in A2 (Proposition 1.17), so the repro-
duction property in AP will hold whenever P, defines a bounded operator on
LP. The next theorem gives a complete answer to these questions, that is, it
characterizes when P, is a bounded projector from L2 onto AP.
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THEOREM 1.34. Let 1 < p < oo. Then the Bergman projector P, is a
bounded operator in L? if and only if p > 1. In this case, the operator P}t with
positive kernel |B,(z,w)| is also bounded in LE.

PROOF: We first prove the necessary condition for p > 1. We test P, on

a specific function which is in all L2, namely f(w) = yp(w)v™"*; where

w = u—+1v, and B is the ball of radius 1/2 centered at i. Then the mean value
property applied to the harmonic function B,(z,-) gives us immediately that

Pl,f(Z) = CBU(Zvi)

for some constant ¢. This function is in L2 if and only if p > 1, which proves
the necessary condition.

To finish the proof of the theorem, it is clearly sufficient to prove that P is
bounded in L?. The main tool for the boundedness of operators with positive
kernels is Schur’s lemma, that now we state.

LEMMA 1.35. (Schur’s Lemma) Let (X, 1) be a measure space and K(x,y)
a positive kernel on X x X. Let T be the operator defined by

Tf(z)= /X K (2. 9) f(y)du(y).

For1l < p < oo, let p' be the conjugate exponent. Suppose that there exist a
positive function ¢ and a constant C' such that

/X K(z,y)e(y) duly) < Cola)”

and

[ Kleariu) < ety

Then the operator T is well defined on LP(X, ), and it is bounded on LP(X, ).

PROOF: To prove Schur’s Lemma, it is sufficient to consider positive functions
f- An appeal to Holder’s inequality and the use of the first inequality gives
that

1y = ([ K et etnidut )

< o) / K (e 9) fy)Pely) ™ duy).

X

Integrating in = and using the second inequality we obtain the result. O
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Let us go back to the proof of Theorem 1.34. We will do it in two steps.
Again, we write

P, f(z+1y) = c/ooo (/_+Oo(x —uti(y+ ) flu+ iv)du) v’ dv,

o0

and notice that the operator inside the parentheses is a convolution operator
whose norm, when acting on L?(R), is bounded by the L'(R) norm of the
function (- +i(y+v))~*~'. This quantity is easily computed, for y and v fixed,
and it is equal to ¢(y + v)™". Thus, using Minkowski inequality for integrals,
we get

1P S+ iglly < e / (v -+ 0) L+ iv) 0" o,

Since the function v — || f(-+iv)]|, belongs to Lp<(0, o0), v”_ldv>, it remains to
prove that the operator with kernel (y+wv)~" is bounded on L?((0, 00), v"~dv).
We use Schur’s Lemma with the function ¢(v) = v=?. It is sufficient to choose
a > 0 such that v —ap’ > 0, as well as v —ap > 0, and to use the homogeneity
of the kernel. O

REMARK 1.36. It is possible to give a shorter proof of Theorem 1.34, using
directly Schur’s Lemma for P. The advantage of the proof presented here is

that it can be easily adapted to have boundedness of the operator in mixed

norm spaces which will be introduced below.

1.6. Problem 2: Hardy-type inequalities in A?.

The Cauchy formula allows to estimate F” in terms of F: writing F'(x +1y)
as an integral along the circle of radius y/4 centered at x + 1y, one gets that

) 4
|F'(z + iy)| < — sup | F'(w)].

Y jw—z—iy|<y/4

As before, this quantity can be bounded in terms of the integral of F' inside
the ball of radius y/2 centered at x + 1y:

(1.37) y°|F'(z + iy)|P < %/ (/ | F'(u+ iv)|pdu> dv.
Y= Jyj2<v<2y \J|z—ul<y

Integrating on H, we obtain the inequality
(1.38) / yPIF (x + 1y) [Py" " T dady < C/ |F(u + 1v)|Pv" " dudv.
H H
Indeed, just change the order of integration in the right hand side of (1.37),

and use that
/ (/ dl’) yu—ly—?dy — cvu—l7
y/2<v<2y |z—u|<y

for some positive constant c.
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The converse inequality of (1.38) is much more interesting, and can be seen
as a regularity property for the PDE F' = G, when G is a holomorphic data
with a certain integrability condition. Such type of property is commonly
known as a Hardy-type inequality. Clearly, there cannot be a version of it for
p = 00 because of constant functions. In the next proposition we show that,
for all 1 < p < oo, there is a Hardy-type inequality in the Bergman spaces AP.

PROPOSITION 1.39. For all 1 < p < o0, v > 0, the derivation operator
maps continuously A into A}, . Conversely, when 1 < p < oo, there exists a
constant C, such that the following Hardy-type inequality holds:

(1.40) / | F(u+ iv)|Po" M dudv < Cp/ yP | F (2 4 ay)[Py" " dady.
H H

PROOF: To prove (1.40), we shall give an explicit formula for F' in terms of
its derivative. In fact, since the function F' is holomorphic, we can replace F’
by the partial derivative in y. Since F' vanishes at oo (Exercise 1.6), we can
write —F'(x + iy) as an integral of its derivative from y to +oo, and get that

+ oo
|F(x+1iy)| < / |F'(z + iv)|dv.
v

As before, we use Minkowski integral inequality to see that the L? norm in the
x variable of an integral in v is bounded by the integral of the L? norm in x.
Doing this, we are reduced to a problem on L?((0,00),v" " *dv). The estimate
(1.40) now follows easily from the following result.

LEMMA 1.41. (cf. eg. [20], p. 272) For all 1 < p < oo, there exists a
constant C' such that, for all positive functions g on (0, +00),

400 +oo p t+oo
(1.42) / (/ g(v)dv> y'ldy < C/ v g(y)’y" dy.
0 Yy 0

PROOF: This is very classical, and may be found for instance in (cf. e.g.
[20], p. 272). We give its prrof for completeness. We are again considering
an operator with positive kernel. Moreover, this one is equal to %X{Dy}(v),
which is clearly bounded by ¢(y + v)™“v"~! that we have already considered.
This gives the proof for p > 1. It is a simple consequence of Fubini’s Theorem
when p = 1.

O

1.7. Problem 3: Boundary values of functions in A?.

This paragraph is more difficult since it requires a good understanding of
distributions. It may be left aside at first reading.

We have seen that all functions in the Bergman space A2 can be obtained
as a Fourier-Laplace transform of some function ¢ in a weighted L? space
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(Theorem 1.22). In a sense, the distribution f = ¢ can be seen as a “boundary
limit” of F' € A2, since at least formally,

v

1 o
Flx+1iy) — E /0 e g(¢)dE,  when y — 0.

We want to give a precise meaning to this limit, ask whether such a boundary
limit exists for other values of p, and whether an elegant characterization
similar to Theorem 1.22 holds in that case. This question is more delicate
now, and the answer will make use of the Littlewood-Paley decomposition for
distributions with spectrum in [0, 00). We also point out that the language of
distributions is necessary when we look at boundary limits in H (rather than

on the Fourier transform side). Indeed, the elementary example F'(2) = <

belongs to A2 for all v > 1 (see Example 1.2), but we cannot give a reasonable

meaning to its pointwise limit % since 1t is not a distribution.
In order to present the Littlewood-Paley construction, we start with an
elementary lemma on the existence of C* functions with compact support (cf.

[21]).

LEMMA 1.43. There exists a non-negative function ¢ on R, which is of class

C™ with compact support in (1/2,2), and satisfying the following identity
o) +o(E/2) =1 forl <E<2

As a consequence,
d ¢(277¢) =1 for >0
JEZ
We define ¢ as the inverse Fourier transform of ¢, and ;(+) = 2/3(27.). Tt
follows from the identity above that

(1.44) Zf*% =f

when f is a tempered distribution whose Fourier transform is supported in
(0, +00). The candidate for space of boundary limits can now be defined as
follows.

DEFINITION 1.45. Let v € R and 1 < p < oco. The (homogeneous) Besov
space BP is the space of classes of tempered distributions on R, modulo poly-
nomials, having Fourier transform with support in [0, 00) and such that

(1.46) £ = > 2771 f * il < oo
JEZ
Besov spaces arise naturally in the theory of partial differential equations
when proving theorems on existence, uniqueness and regularity of solutions.
For complex analysis we shall content ourselves to consider tempered distribu-
tions whose Fourier transform is supported in [0, c0), while in PDE one needs a
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more general space, without this restriction. We also remark that the “Besov
norm” given by (1.46) vanishes if and only if the Fourier transform of f is
supported in {0}, that is, if and only if f is a polynomial. So we get a norm
on the quotient space that we consider.

We can now state the main theorem of this subsection.

THEOREM 1.47. Let 1 < p < oo and v > 0. For all f € BE, the following
series of Fourier-Laplace transforms

L) =Y e [ Tnes e,

J

converges absolutely, and defines a holomorphic function which belongs to the
space AP, Moreover, all functions F'in AP can be writlen in this form for a
unique (equwalence class) f € B, and there exists a constant C', independent

of f, such that
(1.49) C L < 1 fllsp < CIFlLa.
PROOF: We shall show the absolute convergence of the series in (1. 48) by a

duality argument. For this, we use the observation that B? and B ool fp L€
dual spaces with the duality pairing given by

<f7 _hm Z /f*¢] g*#”ﬂ()

il

Using Plancherel’s theorem, we can make this duality look closer to the ex-
pression in (1.48), by replacing the integral above by an integral involving

(f*1;)(g* ). Indeed, it is easily seen that such factors vanish unless |j —
k| < 1. As a consequence, we see that the duality pairing is also equal to

lim f s (x dr = hm f * P )

Going back to the statement of the theorem, we first observe that, at least
formally, the function F' in (1.48) is actually given by the equality

F(z)=(f,g.), z€H,
where g, is the distribution whose Fourier transform is given by
G:(&) = xeso(€)e™,
To show that the expression in (1.48) is well defined, it is enough to see that
g: € B
gz *

LEMMA 1.50. For 1 <r < oo, there exists a constant C, such that
lg- * 5ll, < G277Vt e Z,

. As a first step, we compute in the next lemma the L” norm of
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PROOF: By a change of variable, we may also assume j = 0, since

gz * will, = 277 |l gas. % &l

Moreover, if z = @ + 1y, g. * ; = giy * ¢j(x 4+ -) so that we may assume
x = 0. For r = oo, it is sufficient to prove the same estimate for the L' norm
of the Fourier transform, which is equal to e™¥'¢. This last one is a direct
consequence of the assumption on the support of ¢. To prove the lemma for
other values of r, we remark that the same kind of estimates hold for the L!
norms of all derivatives % of e7¥¢¢(¢), and in particular for its Laplacian (i.e.,

the second derivative), which is the Fourier transform of [¢|*(g. * ©)(t), up to
a constant. In particular, we get the estimate

e~ Y/t
()] < C—.
g+ (0] < C1 5
The conclusion of the lemma now follows immediately. a
Using the lemma we obtain an estimate for the norm of g. in Bf/yp,/p by a

constant times

L=

(st o)
J

Each summand is equivalent to an integral over the interval (2/,2/1], so that
the norm of ¢. is bounded by

t Y
0

which is finite. Thus, we have shown that F(z) is well defined, and from here
we deduce that it is holomorphic by a routine argument.
To prove that F' € AP is a little more tricky. Instead of giving a bound for
F(z), as above, we first estimate its norm in the x variable, keeping y fixed.
We write F, () = F(x + 1y). Then, by Minkowski’s inequality

£yl < Z [ £y * 5]
J

Since Fy is given through its Fourier transform, it is easy to compute the
Fourier transform of F), * ¢); and to see that it is, up to a constant,

(1.51) eV U f = (e eV eV )Y f
because of the support condition on ¢. Hence Fy * ¢; is the convolution of

f *1; with a sum of three terms, for which we have already computed the L'
norm (see Lemma 1.50). Therefore,

1El, < O eyl
J
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and we are lead to prove that

00 P
—23y/4 v—1 —vyj
[(Z e mireut) va < o el ol

0 i i
Equivalently, we have to prove that there exists a positive constant C, such
that, for every positive sequence (a;), we have the inequality

00 P

—27y v—1 —vj P

€ a; | vy idy <C 27,

[ (o) 2T
J J

This can be thought as a Schur-type lemma: we shall multiply and divide

inside the series by 2%, for some small positive a. From Holder’s inequality

we deduce that

P
J J

using the elementary fact that

Z e~ P yooir’ < pr—ap’
J
(as one can check by replacing this sum by an integral). A last integration
gives the required estimate provided we chose 0 < a < %.

We have proved the left hand side inequality of (1.49). Let us now prove
the right hand side, which is much more elementary. We want to estimate
|.f *;]|,. Let us choose y € (277,27/F1), so that if £ is in the support of ;//);,
the product y¢ is between 1/2 and 4. We write, as in (1.51)

Fris =i by,
and, as before, compute the L' norm of the function whose Fourier transform
is e¥¢p;. It is easy to see that this is bounded by a uniform constant when
y ~ 277, Thus,
4 4 2—J+1 dy
Setseuly < oXe [ mE
i i 2
—jt1

2
< X [ IRy = 1P
: 2—
J

J

To conclude the proof of the theorem, it remains to show that every function
F € AP may be written as the Laplace transform of the Fourier transform of
some distribution f € BP. Now, the Paley-Wiener theorem and the above
estimate ensure that this is the case when F is in the dense subset A2 N AE.
Then standard arguments of functional analysis give the result for all F' € AZL.
O
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1.8. Some remarks on Hardy spaces. One may ask what happens for the
three problems under consideration when the weighted Bergmans spaces are
replaced by the Hardy spaces.

Let us start with the third one. The characterization of those functions
which arise as boundary values of H? functions is now much simpler than for
the Bergman case.

THEOREM 1.52. Let 1 < p < oco. Then, the mapping
H?(H) — LP(R)
F — FO

is an isometric isomorphism from HP(H) onto the subspace of LP(R) defined
as P = {f € LP(R) : supp f C [0,00)}.

PROOF: By Theorem 1.14, the correspondence above is an isometry. We have
already showed the support condition on the Fourier transform for p = 2. For
general p # 2 one proceeds by density of H*N H? in H? (similar to Proposition
1.17 above).

We have also shown surjectivity when p = 2 (in Proposition 1.19). For
general p # 2, since the mapping is an isometry it suffices to show that the
range is dense. For p < 2, if f € LP with supp f C [0,00), and if {¢.} is a
smooth approximation of the identity, then lim.o ||f — f * ¢.|[, = 0, while
by Young’s inequality f x ¢. € E* N LP. When p > 2 and f € EP, one
considers f*(x) = G (cx)(f * ¢.)(x), where G, is defined as in (1.18) with
m = m(p) large enough so that G, (x) € L%(R) N L. In particular, by
Holder’s inequality f¢ € L?* N LP. Also, the Fourier transform is supported in
the sum of the spectra of each of the factors, which is contained in [0, 00). We
have shown f¢ € E? N L?, while lim. ||f — f||, = 0 follows easily by the

Dominated Convergence Theorem.
O

The subspace E? of LP(R) is sometimes denoted! by H?(R). In particular,
for p = 2, the Hardy space H?(H) is a Hilbert space which can be identified
to the closed subspace H*(R) of L*(R). This leads to the following expression
for the orthogonal projector.

PROPOSITION 1.53. The orthogonal projector S from L*(R) to H*(R) is
given by the following three properties:
(i) Sf is the inverse Fourier transform of fX[o,m);'
(ii) Sf =lim f« Cy;
y—0
(iil) Sf(z) = +f(2)+ ZZ—WTf(:L'), where T f is the Hilbert transform of f, i.e.
the convolution of f with the principal value of%.

YHowever, it shouldn’t be confused with the real Hardy space, defined, e.g., in [21, Ch.
I11].
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PROOF: The proofs of properties (i) and (ii) are easily deduced from the
previous results. The equality between expressions (2) and (3) follows from a
well known limiting argument, which can be found, e.g., in [23, p. 218]). O

We can now pose the question of the LP-boundedness of the orthogonal
projector in H?%, which leads to one of the first examples of a singular integral
operator in Harmonic Analysis: the Hilbert transform. The answer to this
question requires more sophisticated techniques than Schur’s lemma, which
are developed in any classical book on Complex or Harmonic Analysis (cf. e.g.

[10, p. 54] and [23, p. 186]).

THEOREM 1.54. (M. Riesz). For all 1 < p < oo, the projector S extends
to a bounded projector from LP(R) onto H?(R).

We will not consider Problem 2 in the context of Hardy spaces, since it does
not really makes sense.

To conclude this section we point out that, at least heuristically, the Hardy
spaces HP can be seen as a “limit” of the Bergman spaces A2, as v — 0. When
p = 2 this is quite obvious by the Paley-Wiener integral in (1.23): A%(H) is
isometrically identified with L?((0, c0), (1;(5)” d¢), while, for H*(H), it is with
L?((0,00),d€). Thus, for good enough functions F' € H* N A2 , we have

. 2 2
Tim || FI3 = | FIl

This property remains true for general p > 1, based on the fact that, in the
sense of distributions:

vy” X(%O)@) dy — 5{0}, as v — 0T,

The interested reader can try to state (and prove!) a correct theorem with this
principle. As we shall see, this principle is no longer true in several complex
variables: the limiting space of the weighted Bergman family... is not the
Hardy space! (see §6.2 below).

2. GEOMETRY OF SYMMETRIC CONES

This section is devoted to the theory of symmetric cones. These objects
provide a natural substitute to the half-line in higher dimensions, leading also
to many non-trivial (yet interesting) questions in the analysis of the associated
Bergman projectors. To be able to handle these problems in future sections
we first need to exploit the rich geometry of symmetric cones, and establish
the right analytic setting where complex theory can be carried out. We do not
intend to give here a detailed account of statements and proofs which can be
found in many texts (such as [11]), but we shall instead focus in describing
the main properties in three model cases: the cone of positive real numbers,



20 D. BEKOLLE, A. BONAMI, G. GARRIGOS, C. NANA, M. PELOSO, AND F. RICCI

the Lorentz cone, and the cone of positive definite symmetric matrices. The
goal is to present to the non specialist a general overview of the group theory
involved in this problem, without having to face with the deeper results and
more specialized notation appearing in most geometry books.

2.1. Convex cones.

Let V' be an Euclidean vector space of finite dimension n, endowed with an
inner product (-]-). A subset Q of V is said to be a cone if, for every x €
and A > 0, we have Az € Q). Clearly, a subset 2 of V is a convex cone if and
only if z,y € @ and A, g > 0 imply that Az + py € €.

Before giving examples, we give the next definition.

DEFINITION 2.1. Let Q C V' an open convex cone. The open dual cone of
Q is defined by

(2.2) O ={ycV:(ylz) >0, YeecQ\{0}}.
We say that Q is self-dual whenever = Q.

EXAMPLE 2.3.

1. The octant: Q = (0,00)" in V = R";
2. The Lorentz cone in V = R" (or forward light-cone), when n > 3:

A, ={yeR": A(y) > 0and y; > 0},

where the quadratic function A(y) = yi —y3—... —y2 is called the Lorentz
form.

3. The cone of positive definite symmetric matrices in V' = Sym(r,R), the
space of all r x r real symmetric matrices. Here the dimension is n =
7’(7’2—“), r > 1. The natural inner product on the vector space Sym(r, R)
is given by

(X]Y)=Tr (XY) =) wiya +2 Y iy
i=1 1<i<j<r
whenever X = (24;)1<ij<r and Y = (ys;)1<ij<r are r X r real symmetric
matrices. We denote by Symy(r,R) the cone, consisting of all positive
definite symmetric matrices (i.e., matrices with positive eigenvalues).

It is easily seen that all three families of examples are self-dual cones (see
[11, pp. 7-10]). When we set V = R", it means that we endow it with the
canonical inner product. Even if all finite dimensional Euclidean spaces are
isometric to some R", it is more convenient to denote by V' the ambiant space.

There exists examples of cones in R™ (n > 4) which are not self-dual for any
inner product in R™: see [11, Ex. 1.10], even if we restrict to homogeneous
cones (see Definition 2.8 below). In this paper we shall only be interested in
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self-dual cones. For further properties of general cones the reader can consult

11, §7.1].

Before going on, let us remark that two of our examples coincide in dimension

3.
LEMMA 2.4. The identification As = Sym4(2,R). Consider the mapping
®: R’ — Sym(2,R)

given by
1

_I_
y = (y1,y2,y3) — P(y) = ﬁ (yl Ys V2 n yjy2> )

which is an isometry from the Fuclidean space R onto the inner product space

Sym(2,R). Then y € As if and only if ®(y) € Symy(2,R).
PROOF: Observe that, if Y = ®(y), then

2A(y) = detY  and V2y = tr Y,

The next lemma gives a characterization of Q for a self-dual cone €.

LEMMA 2.5. Let Q be an open conver cone which is self-dual in (V,(-|-)).
Then,

(2.6) QO={yecR": (ylz) >0, Yo c 0}

o

In particular, S is the interior of its closure, i.e., Q =(Q).

PROOF: The inclusion “C” is immediate from (2.2) and the self-duality of
Q). The converse is also easy: if y belongs to the right-hand side of (2.6), and
we choose any ¢ > 0 and e € ) fixed, then we have

(y +celz) = (y|lz) +s(e]z) >0, VaecQ-—{0}.

Thus, by self-duality y + ce € €, and letting ¢ — 0, we get y € Q.

For the last assertion, observe that Q C € is always true since ( is an open
set. For the converse, just notice that the interior of the right hand side of
(2.6) is contained in the right hand side of (2.2), which by self-duality equals
Q. O
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2.2. The automorphism group and homogeneous cones.

Let © be a fixed open convex cone in V, and let GL(V') denote the group of
all linear invertible transformations of V. We define the automorphism group

G(Q) of the cone by
G(Q) ={g € GL(V): ¢Q = Q}.

The group G() is a closed subgroup of GL(V'), and in particular, a Lie group.

This is a straightforward consequence of the following lemma. The reader can

prove it as an exercise when the cone is self-dual, using the fact Q = (), shown
in Lemma 2.5 (this fact is also true for all open convex cones).

LEMMA 2.7. An element g € GL(V) belongs to G(Q) if and only if gQ = .

We denote by G the connected component of the identity in G(Q). It is easy
to verify that G is a closed subgroup of G(£2). Indeed, (G is closed in G(Q) as
a connected component of G(Q). Also, G is a group because GG and G~ are
the ranges of the connected sets GG x G and G under the respective continuous
maps (g, h) = goh and g = ¢ '; so GG and G7' are connected subsets of
G(Q) which both contain the identity and therefore GG C G and G™! C G.

In this paper we are interested in a special class of cones which behave well
enough under the action of G(€).

DEFINITION 2.8. An open convex cone §) is said to be homogeneous if the
group G(Q) acts transitively on €, i.e., for all x,y € €, there exists g € G(Q)
such that y = gx. An open convex cone 2 is said to be symmetric if it is
homogeneous and self-dual.

A simple exercise is the following:

EXERCISE 2.9. Let Q be a symmetric cone in (V,(-|-)). Then G(2)* = G()
and G* = G, where “” denotes the adjoint under the inner product (-|-).

EXAMPLE 2.10.

(1) The cone © = (0,00) is symmetric in R. Indeed, the automorphism
group is G(2) = G = R4, and we can identify Q with - 1. The situation
is similar for the octant © = (0,00)", for which the identity component G =
{Diag (ai,...,a,) | a; > 0} = R}. We leave as an exercise determining the
larger group G(2) (careful!, there are n! identity components).

(2) The Lorentz cone = A, is symmetric in R™. To show this, we consider
the Lorentz group

O(L,n —1) ={g € GL(n,R) [ A(gz) = A(z), V2 € R"},

and its subgroup O4(1,n — 1) ={g € O(1,n — 1) | g11 > 0}. In this case, we
will also describe completely the group G(£2). We shall show that

(2.11) GQ) =Ry O4(L,n—1) and Q=G(Q)-e,
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where e = (1,0,...,0). For the first equality, the inclusion “C” is clear by
definition of the Lorentz group (and condition ¢g;; > 0). Let us now prove the
second equality. Using hyperbolic coordinates, an arbitrary point y € € can be
written as

(212) y=(rcht,rshtw), r>0,t>0, wc R : |w|=1.

This is the same as saying y = r x a(t) - e, where

cht sht 0 1 0
(2.13) at)=| sht cht 0 and k= ( 0 ) ,
0 0 I o

for some kg € SO(n — 1) (to prove the existence of kg, we have used the
fact that every point of the unit sphere in R"™! is obtained as the image
through a rotation of the vector (1,0,---,0)). This implies that y is obtained
from e using the action of the linear transformation r x a(¢) which is clearly in
R, O4(1,n—1). At this point, we have already proved that €2 is homogeneous.

Let us go on with the description of G/(Q). It remains to show that every
element g € G(9) belongs to Ry O4(1,n — 1). Since we already know that
this last subgroup acts transitively on (), it is sufficient to consider an element
g which fixes e. Then, g fixes the whole x;-axis and also the cone boundary,
and therefore it must take the form of a two block matrix as in the right hand
side of (2.13), for some rg. Moreover, since g preserves the cone, restricting
to the plane {z; = 1}, we see that xo must leave invariant the unit sphere in

R"! and thus ko € O(n — 1). This finishes the proof.

We point out that our arguments show actually more: if we define the
subgroups

A={ra(t)|r>0, t€R} and K:{(é 2) |/<;€O(n—1)},
then we have found the Cartan decomposition of G(Q), i.e., G(Q) = KAK,
where K is compact and A abelian. Also, in (2.12) we have given a “polar
decomposition” for every y € 2, which allows us to identify Q with the set
SO(n—1) x Ay (with Ay = {ra(t) € A |t >0}). We point out that this last
set is not a group, so this identification will not say much about the “geometry”
of Q (compare with §2.3 below). Finally, we leave as an exercise to the reader
the verification of

G=R;S5S0:(1,n—1)=50(n—-1)ASO(n —1),

where the “S” in front of a subgroup indicates that the linear transformations
have all determinant 1.
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(3) The cone = Symy(r,R) is symmetric in Sym(r,R). Indeed, just
consider GL(r, R) as a subgroup of G(2) via the adjoint action:

(2.14)(g € GL(r,R),Y € Sym(r,R)) — g Y = gYg" € Sym(r,R).

Now, every positive-definite symmetric matrix Y € ) can be written as Y =
X? = X - [, for another such X € Q (e.g., by diagonalizing Y'). Thus, we have
shown Q@ = GL(r,R) - [ and the cone is homogeneous.

One can prove more: the automorphism group G(§) coincides with GL(r,R),
via the adjoint action in (2.14). This is shown, e.g. in [11, Ch. VI], using an
analysis of their Lie algebras.

(4) A simple example of a cone € which is self-dual but not homogeneous is
the (regular) pentagonal cone in R®. Indeed, a linear transformation preserving
this cone must send each of the 5 boundary lines into another one of these lines,
and similarly for the 5 boundary faces. Therefore, if we consider the triangular
cones formed by the convex hull of three consecutive boundary lines, we see
that each of these must be sent into another such triangular cone. Thus, there
is a smaller pentagonal cone inside ) which is left invariant by any linear
transformation in G(€), implying that € is not homogeneous.

2.3. Group structure of symmetric cones.

After having seen in some detail the examples above, we are ready to state
the main theorem about symmetric cones. We recall that, if GG is a subgroup
of GL(n,R) and e € R”, then Ge = {g € (G | ge = e} is called the stabilizer
subgroup of e in GG. Also O(n) denotes the orthogonal group in R™, i.e. the
group of all n x n real matrices such that &* = k=, where k* is the adjoint of &
under the Euclidean scalar product on R™. Finally, a subgroup H of GL(n,R)
is said to act simply transitively on a set Q if for all x,y € Q, there exists a

unique h € H such that y = haz. We write as well O(V'), GL(V), etc, when
R” is replaced by the euclidean space V.

THEOREM 2.15. Let Q) be a symmetric cone in V. Then,

L. The identity component G of G(Q) acts transitively on §;
2. There exists a point e € ) such that

G(Ve =GO NOV) and Ge=GNOV).

3. There exists a subgroup H of G' which acts simply transitively on Q; i.e.,
for all y € Q we can find h € H such that y = he. Moreover, G = H K,
the latter denoting the compact group K = Gl.

This result is well-known and can be found in most geometry books which
deal with symmetric spaces. For the first two points we can refer, e.g., to
Propositions 1.1.9 and 1.4.3 of [11]. The third assertion is due to E. B. Vinberg,
being also valid in the more general setting of homogeneous cones [25]. A
complete proof for symmetric irreducible cones can be found in [11, Th. VI.3.6].
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Rather than trying to describe the proof (which makes use of deeper results
on Lie algebras), we shall verify the thesis of the theorem in our main example
= Symy(2,R). For this we use the fact that G(Q) = GL(2,R), as described
in (3) of the previous subsection (in fact, such equality is also a consequence
of (2)). We point out that that the ideas in this proof are completely general,
and can be extended (with a little more complicated notation) to the cone
Symy(r, R). Understanding this example will also help the reader who wants
to see the proof given in [11, Th. VIL.3.6] for general symmetric cones. To
follow this general proof, one should have at his disposal the language of Jordan
algebras.

PROOF of Theorem 2.15 for @ = Sym,(2,R):

The first two statements in Theorem 2.15 are immediate (with e = I, the
identity matrix), so we shall focus only in the third assertion. Observe that
the group K = SO(2). Now, take a positive-definite symmetric 2 x 2 matrix

Y1 Y3
Y = S 2.R).
<y3 y2> € Sym(2,R)

Then y; > 0 and y1y2 — y5 > 0. Next consider the Gauss factorization of Y

Y1 Ys L0\ [~ 0 1 ys/n
2.16) Y = = 2 .
(2.16) <y3 yz) <y3/y1 1) (0 Yy — Z—j) (0 1

To understand this decomposition, one should recall the Gauss reduction of
the quadratic form with matrix Y:

Q) = ylff + 2ys61& + yzf% =y (& + fzz—i’)z + (y2 — ﬁ) (52)2,

Y1

which gives us the factorization Q(&) = £*Y £ = (P&)* D (P€), for the diagonal
vs

1
matrix D = Diag (y1, yz—z—f) and the change of basis P = 0 yf) Moreover,

since D is a positive matrix, we can rewrite (2.16) as:
(2.17) Y = (P*VD)(PVD) = (PVD)-I.

In particular, if we define

N:{Q (1)>|UER} and A:{Q; f2>|xj>o},

we have shown that every Y € Q can be written uniquely as Y = (na) - I, for
some n € N and a € A. Therefore, the (semidirect) product H = NA acts
simply transitively on Sym, (2, R). Moreover, just by multiplying we observe
that H is precisely the set of lower triangular 2 x 2-matrices, and thus a group
as stated in the theorem. Finally, we notice that this reasoning gives us as well
the lwasawa decomposition of G = NAK, with K compact, A abelian and N
nilpotent. a
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Now that we have described the main groups acting on the cone Sym, (2, R),
let us use the identification of the latter with the Lorentz cone A; to have a
graphical image of the corresponding orbits.

EXAMPLE 2.18. Group action in the light-cone A3 of R®. Using the mapping
¢ in (4) of §2.1, we have the following correspondence for the action of the
groups N, A, K in As:

10 l+5 5 v
Nilpotent group N : ( o 1 ) Y — —< 1-% —v |y
v v 1
et 0 ch2t sh2t 0
Abelian group A : ( 0 et ) Y +— r*| sh2t ch2t 0 |y
0 0 1
cosf) —sinf 1 0 0

)-Y — 0 cos20 —sin20

Compact group K : (
0 sin26 cos26

sinf  cosf

The orbits of N are parabolas lying in the planes {z; + 23 = ¢}, ¢ > 0,
which cut transversally the cone. The orbits of K are circles lying in the
planes {z; = ¢}, ¢ > 0, which cut horizontally the cone. Finally, the orbits of
A are straight half-lines through the origin (for usual dilations) and hyperbolas
(for dilations of type a(t)) contained in the half-plane {x5 = 0,27 > 0}, which
cut vertically the cone.

From this example A3 = Sym, (2, R), we have the intuition of the analogous
description in higher dimension for these two families of examples. We give it
now, and leave the proof as an exercise.

EXAMPLE 2.19. Group action in Sym,(r,R).

In this case, e is the identity matrix. We describe the three subgroups N, A,
K, which act via the adjoint action, and identify with subgroups of GL(r,R).
Then K identifies with SO(r,R), A identifies with diagonal matrices with
positive elements on the diagonal, N identifies with lower triangular matrices
whose diagonal entries are 1.

EXAMPLE 2.20. Group action in A,,.

In this case, e is as before the vector (1,0,---,0). We have already described
the subgroup K, which identifies with SO(n — 1). We have also described A,
which identifies with Rt x R*. For a = (a1, az), its action a -y is given by
r?a(2t)y, with a; = re' and ay = re”'. It remains to describe the action of N,
which identifies with R"™2. If h € N is given by the vector column v, then,
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the action of & is given by

LLBE BB
hoy— jol? S
v v 1

REMARK 2.21. The identification between a symmetric cone and the group
H is actually topological. 1.e., the correspondence h € H — h-e € ) is a home-
omorphism, when H is endowed with Lie subgroup topology of GL(n,R). To
verify this in the case = Symy(2,R), just observe that the inverse mapping
is given by:

Y1 0
Y:(yl y3>€Sym+(2,R)l—><\/_ y§>€H,

Y3 _ %
Ys Y2 T Y2 =

and hence it is continuous. This fact will be used in the next subsection, where
we exploit the structure of H as a riemannian manifold.

For general symmetric cones, one has also the Iwasawa decomposition G =
NAK, with H = NA. We then define the rank of a symmetric cone Q as
the dimension of the subgroup A in the decomposition. Equivalently, the
rank of ) is the largest positive integer for which there is a linear invertible
change of coordinates in V' that transforms € into another cone contained in
(0,00)" x R*". In our examples above one has

rank (0,00)" =n, rank A, =2, and rank Symy(r,R)=r.

For a different, but equivalent definition of the rank in terms of Jordan algebras
see [11, p. 28].

We will also say that a symmetric cone Q) is irreducible whenever it is not
linearly equivalent to the product of at least two lower-dimensional symmetric
cones. E.g., (0,00)" is clearly reducible, while Sym4 (r,R) and A,, (n > 3) are
irreducible. Observe that the cone A; is equivalent to (0,00)?, and hence is
also reducible. From now on, we will restrict to irreducible symmetric cones.
Most results possess a generalization to reducible ones.

REMARK 2.22. Using the theory of Jordan algebras it is possible to classify
all irreducible symmetric cones of rank r. Roughly speaking, these are (0, c0)
for r = 1, A, (n > 3) for r = 2, and the cones of positive-definite matri-
ces Symy(r,R), Her 4 (r,C), Her 4 (r,H), Her 1(3,0), when r > 3. Here H
denotes the non-commutative field of quaternions, and O the non-associative
field of octonions, being this last cone only symmetric when r = 3. "Her ”
stands for Hermitian matrices. In view of this classification, it is clear that
we are not so far from the general case by just restricting to the examples
presented in §2.1. The reader wishing to learn more on the classification of
symmetric cones is referred to Chapter V of [11].



28 D. BEKOLLE, A. BONAMI, G. GARRIGOS, C. NANA, M. PELOSO, AND F. RICCI

2.4. Riemannian structure and dyadic decomposition.

Having identified in Theorem 2.15 a symmetric cone with a subgroup H of
(7, it is possible to endow a riemannian metric in ) as follows: given a point
p € (), consider the bilinear form

G,:VxV-—R
defined as
G,(&,m) = (R7Y€|h™ ), whenever p = he, h € 1.

It is clear that for each p € Q, G,(-,+) is an inner product on V, and therefore,
G defines a non-degenerate smooth metric in . Moreover, this metric is G-
invariant, that is, for all ¢ € G, p € Q,

(223) ggp(gfvgn) = gp(f? 77)7 57 77 - V

This is obvious by definition when g € H. In general, if p = he, since G = HK,
there exists k € K such that ghk € H, and then, since K = GG, we can write
gp = ghe = ghke. Applying the definition of the metric we obtain

Gop(96: gn) = ((ghk) ™" g€l(ghk) ™ gn) = (K=" h7"ER R ) = (R ¢[h ™ n)
(by the orthogonality of the group K = O(n) N ('), establishing our claim.

Associated with the riemannian metric G there is a distance function d: £ x
2 — R, defined as usual: for p,q €

(221 i) = it { [\ G0 a0,

where the infimum is taken over the smooth curves v : [0,1] — € such that
7(0) = p and ¥(1) = ¢. The following proposition is an easy exercise using the
(G-invariance of G.

PROPOSITION 2.25. The Riemannian distance d is invariant under the ac-
tion of the group G, i.e. d(gp,qgq) = d(p,q), for all g € G, p,q € Q.

In order to understand how this distance looks like in a general symmetric
cone, we first consider the trivial case of the 1-dimensional situation.

EXAMPLE 2.26. For n = 1, we consider the symmetric cone 2 = (0, c0).
Recall that, in this elementary case, G(Q) = ¢ = H = R;. We identify the
cone 2 = (0,00) with the multiplicative group H = R,. Then, for every
p € (), the riemannian metric takes the form:

Go(&m) =p ep = 5'—277, & eR.

The corresponding distance on 2 is therefore given by

d(p,q) = igf{/ol %dt},
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where the infimum is taken over all smooth curves v : [0,1] — Q such that
¥(0) = p and (1) = ¢. Assume that p < g. We claim that d(p,q) = log (;1—))
Indeed, on the one hand, for every ~,

FA()] RRIO =
/0 Wdt > /0 Wdt = log (1) — logv(0) = log(q/p).

Conversely, for the segment v(¢) = (1 — t)p + tq, we have

/Olwdt:/olit( a—P dt = log(q/p).

(1) q—p)+p
Notice the trivial invariance of the distance under the action of the group
G = Ry: d(gp,gq) = d(p,q) for every g > 0. As a consequence, a natural
covering of the cone with invariant balls is the dyadic decomposition of (0, 00):

(2171, 27%Y) = Biog»(27) = {p € Q1 d(p,2") < log2}, jé€ Z.

Let us recall that this dyadic decomposition has played an important role in
the analysis of Besov spaces related to the upper half-plane.

Our example above suggests an analogue to the dyadic decomposition for
general symmetric cones. This will be defined in terms of G-invariant balls,
using the riemannian distance d in (2.24). That is, given y € Q and § > 0 we
denote Bs(y) = {€ € Q| d({,y) < §}. We recall that the topology generated
by these balls is equivalent to the original topology of H, and thus to the
relative topology of © as a subset of V' (by Remark 2.21). Then we have the
following result.

THEOREM 2.27. Let Q be a symmetric cone. Then, there exists a sequence
{& 132, of points of Q such that the following three properties hold:
(i) The balls By(&) are pairwise disjoint;
(ii) The balls Bs(&x) form a covering of Q;
(iii) There is an integer N = N(Q) such that every y € Q belongs to at most
N balls Bs(&) (“finite overlapping property”).

PROOF: Let {B;}52, be any countable covering of Q with open balls of d-
radius 1 (it exists since the topology of 2 is locally compact). By induction, we
can select a subsequence {B;, }72 | so that, for each k, the ball B;, is disjoint
with Bj,, ..., Bj,_,. Then, the sequence {&;}32, of centers of such balls satisfies
properties (i) and (ii). Indeed, the first one is immediate, while for the second,
take any point y € 2 and a ball B; containing the point. Then, by construction,
B; must intersect some ball Bj,, from which it follows that y € Bs(&).

To show (iii), let p denote a left Haar measure in H, and i the induced

H-invariant measure in (). That is, i is defined by:
f(E)y=p({heH|hec E}), ECQ,
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and satisfies fi(h - F) = (F), for all h € H. Then, if y € © and we denote
by J, =1k € Zy | y € Bs(&)}, we shall show that Card(.J,) is bounded
by a constant depending only on €. Indeed, since y € Niey, B3(&k), we have
UkEJyBl(fk) C Bi(y). Since these balls are disjoint and the measure [ is
H-invariant we have

f(Ba(e)) = ((Baly)) = (Ures, Bi(&k))
= Y A(Bi(&)) = Card (J,) i( Bu(e)).

Thus,
Card (J,) < i Ba(e)) /i Brle)) = N(Q), ¥yeo,

which is a finite constant since the Haar is finite and does not vanish over open
bounded sets. O

REMARK 2.28. Sequences {{;} satisfying the properties of Theorem 2.27
are called 1-lattices of ). They will play the same role as the dyadic grid in
(0,00), and in particular, we shall use them in the analysis of functions with
spectrum in €2, e.g., to define Besov norms or to discretize multipliers. This
will be a crucial point where geometry and analysis merge for the solution of
our problem. Of course, there is nothing special about the radius 1, and we
could have as well considered §-lattices in €, for all § > 0. These have the
additional remarkable property that, for each d; > 0, the number N in the
Finite Overlapping Property is independent of ¢ as long as 0 < § < §y (see
2.44 below) .

2.5. Analysis of symmetric cones.

In this last section we give an account of the most important functions
defined on a cone, in the sense that they preserve a fair amount of its geometric
properties. We do it for our two families of irreducible symmetric cones, but
it can be done in general, see the remark below. When 2 is the positive real
line, which is of rank 1, the analysis of the cone makes an intensive use of the
function A(y) = y which is clearly related to the automorphism group. We
want to find its equivalent in higher rank.

(1) Determinants and principal minors.
Consider first the vector space V' = Sym(r,R). Then, we define the k-
principal minor of Y € V' as the determinant

Yin - Yk
Ak(Y): k:1,2,...,7“.

Yie - Ykk
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Of course, A(Y') := A,(Y) is the usual determinant of Y as a linear operator in
R’, and hence, independent of the basis. The lower principal minors, however,
will depend on the choice of the orthonormal basis. Observe that,

(2.29)  Ap(Y) = M-+ A, when Y = Diag (Ar,...,A),

(2.30) Ap(a-Y) = A7+ A2 AL(Y), when a = Diag (Ay,...,A,) € A,

(2.31) Ag(n-Y) = Ap(Y), whenn € N,

where in the last case we recall that N is the subgroup of GL(r,R) = G(Q)

consisting of lower triangular matrices with 1’s in the main diagonal. From
these two properties and the fact Q@ = (NA) - I it can be shown easily that

Q=Symy(r,R)={Y eV |A(Y)>0,Vk=1,...,r}.
Finally, we have the following homogeneity property:
(2.32) A(g-Y) = (Det g)n A(Y), when g € G(f),

where Det g denotes the determinant of ¢ as a linear transformation' in V
which preserves the subset Q (recall the original definition of G(2)).

(2) Determinant and principal minor for the forward light cones.

The previous cone had rank r, and we have defined r functions. Since the
forward light cone A, has rank 2, we define two functions, which are still called
the principal minors, by

Aly) =y +y: and Ay)=Asly)=yi—(yi+...+92), ycR™

As an elementary exercise, the reader can verify the equivalent of the above
properties for these two functions, that is

(2.33) Ay(a-y) = a?Ai(y), when a = (a;,a3) € A,
(2.34) Ag(a-y) = aiajAs(y), when a = (a1, az) € A,
(2.35) Ag(n-y) = Ag(y), whennée N k=12
(2.36) As(gy) = (Det g)» Ag(y), when g € G(9).

Now A and N are the two subgroups of the group G related to the cone A,
(see the example 2.20 above).

REMARK 2.37. The two cases above are two particular cases of a general
situation. That is, for a general symmetric cone ) of rank r, we can define
r determinant functions Ay, which coincide with the previous ones in these
two families of examples, and which have the invariance properties given by
Equations 2.30, 2.31, 2.32 in terms of the groups N, A, K which appear in
the Iwasawa decomposition of ;. This is done by using the theory of Jordan
algebras (see [11, p. 114]). For the purposes of this paper, we will use below

1Observe that, when we identify G(Q) = GL(r,R), via the adjoint action Y +— ¢Yg~,
then Det ¢ = (det g)QTn, where the latter is the usual determinant as a matrix in GL(r, R).
From this equality, (2.32) follows easily.
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general notations. This may be understood as an unified notation for the two
families of examples in a first reading. But it may also be used to understand
the general situation in a deeper study of symmetric cones.

(2) Generalized powers.
A generalized power in a symmetric cone € of rank r is defined by:

A%(y) = A(y)™ 72 Ag(y) 7% - Ap(y)®, s =(81,...,8.)€C",

where Ay are the principal minors from the previous paragraph, and y € ()
[11, p. 122]. For the case of the light-cone = A,, we have

A= (y) = Ay(y)" T2 AY)? = (1 +12)" 72 (0 — (12 + - )™

These functions will play an important role when looking at the Bergman
projectors, since they are the natural test functions for Schur’s Lemma. From
a more geometrical point of view, their importance is justified by the fact
that they constitute precisely the set of characters of the group H; i.e., any
continuous multiplicative function on H is necessarily of the form:

h € H — A®(he), for somes e C"

(see, e.g., [14, Lemma 2.4]).
For the analysis in subsequent sections, the main property of generalized
powers states that these remain essentially constant within each invariant ball.

THEOREM 2.38. Let Q be a symmetric cone. Then, there exists a constant
C=C(Q)>1 such that, for all k =1,...,r,

1 A
(2.39) 1 Au)

C ™ Axlyo)
PROOF: Suppose first that yo = e. Since the invariant ball By(e) is relatively
compact in 2 and the functions

< C, whenever y € By(yo).

Ayly) _
Ay =l

are continuous and positive, there must exist a constant C' > 1 such that
1 Ay)
C — Ak(e)
establishing (2.39) when yo = e.
In the general case, write yo = h - e. Then, the H-invariance of the distance
d gives
(2.40) y€ Bi(h-e)=h-Bi(e) < h™" -y € B(e).
Moreover, we claim that the following homogeneity property is true:
Arly)  _ Ae(h™"-y)
Ak(h . e) Ak(e) ’

ye—

T

< C, whenever y € By(e),

(2.41)

Vhed,
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which combined with (2.40) and the previous case will gives us (2.39). Now,
property (2.41) for the determinant (i.e., & = r) is obvious from (2.32). In
the case of principal minors we shall only prove it for @ = Symy(r,R). Use
the identity H = NA to write h = na, where n € N is a lower triangular
r x r-matrix, and @ = Diag (Aq,...,A.) is diagonal with positive eigenvalues.
Now, h=! = a7'n7t with n7' € N and ¢! = Diag (A\',... A7), Thus,
using properties (2.29) to (2.32) we conclude with:

Aely)  Awly)

AR oy) =272 X2 At y) = = )

(3) The invariant measure in a cone.

We used in the proof of Theorem 2.27 the existence of an H-invariant mea-
sure in ), that is, a measure fi satisfying fi(h - £) = g(F) for all h € H and
E C Q. We obtained this measure from a left-Haar measure on the group H.
In this section we use the determinant function to obtain an explicit expression
for a G-invariant measure in €).

PROPOSITION 2.42. Let Q be a symmetric cone. Consider the measure in

Q:
_ dy
w(F) —/E AT ECQ.

Then p is G-invariant, i.e., u(g- F) = u(E) for all g € G.

PROOF: This measure is locally finite (over Q) since A(y) is bounded above
and below on compact sets of (). For the G-invariance, just perform a change
of variables and use property (2.32). O

COROLLARY 2.43. Let Q be a symmetric cone and Bi(yo) an invariant ball
centered at yo € Q. Then,

| Bi(yo)| ~ Alyo)™,
where |- | denotes the Lebesqgue measure and the constants in “~7 depend only

on Q.

PROOF: Write yo = h - e, for some h € H. Then, using Theorem 2.38 and
the G-invariance of p we get:

_ N 0 o dy
Bl = [ e A / R
= A(yo)” u(Bi(yo)) = Alyo) ™ p(Bi(e)) = ¢ Alyo)

b

53
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Finally, it is well-known that, in a riemannian manifold, Euclidean balls and
riemannian balls centered at a fixed point are comparable when the radii are
small enough. That is, there are constants 0 < ¢; < ¢z < 00, depending only
on {2, such that

{reR"||x—e| <16} C Bs(e) C{x e R" ||z —e| < 20},

forall § € (0,1] (see, e.g., [19, §9.22]). This, and the properties of the invariant
measure, imply that

p(Bs(aw)) = uBs(e)) ~ A [ v

Thus, a repetition of the proof of Theorem 2.27 yields the following:

COROLLARY 2.44. Let 0 < § < 1 be fizred and {&;} be a d-lattice in Q.
Then, there exists a constant N depending only on ), such that every point in

Q belongs to al most N balls of the family {Bss(&;)}.

(4) Trace and inner product.

Let 2 be a symmetric cone in V' with inner product (-]-). Let e be the
“identity point” defined in Theorem 2.15. We define the trace of a vector
y € V (associated with {Q, e, (:]-)}) by:

tr (y) = (yle).

Observe that this apparently obvious definition extends the usual one in the
case of symmetric matrices. For the light-cone, tr (y) = y;.

The main result for this function states that, as it happens with the principal
minors, the trace remains essentially constant within invariant balls. In fact,
we have a stronger result:

THEOREM 2.45. Let Q be a symmetric cone. Then, there exists a constant
C =C(9Q)>1 such that, for all £ € Q,

% < ((yi||i)) < C, whenever y € Bi(yo).
PROOF: Assume first yo = e. The proof then is easy, since the inner product
(y|€) is a positive and continuous function when y,& € Q (by self-duality).
Thus, restricted to the compact set By(e) x {£ € Q| |¢] = 1} this function
of two variables is between two positive constants C'; and Cy. Replacing ¢ by
£/1€] in numerator and denominator of (2.46), we establish the theorem for
Yo = €.
For the general case, just write yo = h - e, for h € H, and notice that

(yl§)  (h7'-ylh~- 35

(2.46)

(50l€) (e[h=- &)
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Then, one concludes easily using the first case and (2.40) (we are also using
that n = h* - £ € ; see Exercise 2.9). O

REMARK 2.47. We point out that, although the above definition is conve-
nient for us, in the theory of Jordan algebras the trace typically appears with a
different definition, independent of the inner product of the underlying vector
space (see [11, p. 29]). In fact, it is precisely from such definition of trace how
one chooses a “distinguished” inner product in a Jordan algebra (see [11, pp.
37,51]). A clever reader will find out the reason for using the “natural” inner

product Tr (XY) in the space Sym(r,R) (see §2.1).

(5) The inverse transformation of the cone.

Let © be a symmetric cone and H the subgroup of G/() for which Q@ = H -e
(according to Theorem 2.15). Then, for every point of the cone y = h - e,
h € H, we define its inverse by:

(2.48) yt= (") e
Observe that y~' belongs also to the cone (since G* = (), and moreover
(y_l):l = y. To verify the latter, take any k € K = Go = G'N O(n) such
that h = (h*)"'k € H (recall that G = HK). Then, using that &* = k! we
conclude:

() = (he) = () e = (k) e = h-e=y.
Observe also the following property of the determinant:
(2.49) Aly™) =AW yeq,
which follows easily from (2.48) and (2.32).

Again, this notion of inverse extends the usual one for positive-definite sym-
metric matrices. Indeed, for one such matrix Y = h - I = hlh*, we have

YU = (B = ()7 T

In the case of the light-cone in R?, a direct computation gives:
y_l = m (yh —Y2, _y3)7 y € AS-
In the higher dimensional Lorentz cone A,,, the same formula holds replacing
the vector by (y1, —y2, ..., —Yn).

The main property of the inverse transformation, for the purposes of these
notes, is stated in the following theorem.

THEOREM 2.50. Let Q be a symmetric cone, and (H,e) be as in Theorem
2.15. Then, the transformation

yeNr—I(y) =y ' €,

is an involute isometry in ) i.e., T*(y) =y and d(y~',y5") = d(y, yo), for all
Y, Yo S Q.
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PROOF: The involution was already shown above. We will prove the isometry
only for the cone Q@ = Sym,(r, R) of positive-definite symmetric matrices. In
this case we have Z(Y) = Y, with the usual inverse. By definition of the
distance, being an isometry is equivalent to

(2.51) Grory (DyZ[E], DyZ[n]) = Gy (&m), V& n € Sym(r, R).

Now, it is a classical exercise in algebra to compute the differential of Z, which
equals

DyI[g]=—Y'¢Y™", ¢eSym(rR).

Thus, if Y = h- [ = hh*, then Y™' = (h*)™' - T = ((h*)7'k) - I, for some
k€ G;p=GNO(Sym(r,R)) such that the matrix in parenthesis belongs to H.
Then, by definition of the metric G:

(2.8)y) (DyZ[E, DyI[n)) = Guey—es (Y Y LY IpY )

(253) = () (VYY) () (YY)
(254) = (b ()RR T R L A (A AT (AR )
(255) = (WY AT () = Gual€n).

a

A simple consequence of the previous, which we shall use often below, is the
identity: Bi(yy') = (Bi(yo))™!. In particular, we have the following:

COROLLARY 2.56. Let §) be a symmetric cone and {£;}32, a 1-lattice as in
§2.4. Then the sequence {5]_1 52, is also a I-latlice, and moreover it holds
1

7 S WO<O Ve B(G) L€ Big),

for a constant C' = C(Q) > 0. The sequence {5]_1} is called the dual lattice of
&1

PROOF: Simple exercise using the definition of 1-lattice and Theorems 2.45
and 2.50. O

2.6. Two remarks on Jordan algebras and symmetric spaces.

REMARK 2.57. We point out that the inverse transformation is very deeply
related with the algebraic structure of symmetric cones, and their underlying
vector spaces. The definition we gave above (using the group H) is good enough
for our purposes, but it is not the usual way to introduce it in the literature.
For example, in the vector space of symmetric matrices V' = Sym(r, R) there is
a product composition law for which Y~! is an algebraic inverse element. This
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is not the usual matrix product (which does not preserve V') but the so-called

symmetric product:

XY +YX
2 b

Observe this product is commutative, but not associative! Also, the identity

matrix [ = [, is a neutral element for “0”, and any invertible matrix X in

the usual sense is also invertible for “o”, being X—1 an inverse element. The
inverse element for o, however, may not be unique? in V/, but it will be unique
in the subspace of polynomials P[X] = span {I, X, X? ...} (see [11, p. 30]).
This is therefore the right definition of o-inverse, which whenever it exists,
coincides with the usual X~1. Finally, it is important to notice that from the
inverse operation one can recover the cone 2 = Sym,(r,R), as the identity
component of the set of invertible (or o-invertible in the above sense) elements
in V.

These properties are not restricted to symmetric matrices, and in general
there is a deep theorem (due to Vinberg) stating that the underlying vector
space of a symmetric cone can be endowed with a commutative (but not asso-
ciative) product for which ) is the identity component of the set of invertible
elements in V (see Theorem [11.3.1in [11]). The product law obtained in this
theorem satisfies the axioms of a Jordan product, and with it the vector space
V becomes a Fuclidean Jordan algebra. 1t is from this important theorem how
one can classify all irreducible symmetric cones (see Remark 2.22), and the
reason why Jordan algebras enter into play to understand this theory. The
reader wishing to learn more on this topic is encouraged to read the first eight
chapters of the text [11].

XoY = X,Y € Sym(r,R).

REMARK 2.58. There is yet another approach to the inverse transformation
arising from riemannian geometry, and which avoids completely the use of
Jordan algebras. Roughly speaking, the approach is the following: associated
with a self-dual open convex cone €2 there is a positive function

P(z) = / e dy, =z €,
Q

called the characteristic function of ). 1t can be shown that the function log ¢
is strictly convex (i.e., the second derivative D?log ¢ is positive definite), and
thus it defines a riemannian metric in £ by:

Go(&,m) = DeDylog d(x), & € V.

Associated with ¢, one can also define an involution in € by:
"= —=Vliogp(x), x €,

a

-1

2Consider the simple example, X = ( é _01 ) and Y = ( cll

) , for which XoX =
X oY =1 (see, [11, p. 30]).
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with the property that @ — x* has unique fixed point (say e € Q) and (x|z*) =
n. With these definitions {2 becomes a riemannian symmetric space, and the
involution = +— z* an isometry for G. One can show that this approach is
equivalent to the previous one, and in fact, y* = 2y~" and G = %G (see [11,
pp. 15,58]). To learn more on this approach the reader can consult Chapter I
of [11].

3. WEIGHTED BERGMAN SPACES ON TUBE DOMAINS OVER
SYMMETRIC CONES

In this section we extend to several complex variables the results proved
in the first four paragraphs of Section 1 for the upper half-plane. Thus, we
establish an appropriate analytic setting where Bergman spaces and Bergman
projectors can be studied, introducing the right concepts with which a Paley-
Wiener Theorem can be proved. The structure of symmetric cones is exploited
in two ways: first because they constitute domains of positivity (i.e., have a
partial order), providing us with the right properties for Hardy-type norms;
second because of the group action and the homogeneity of determinants, which
lead easily to an explicit expression for the Bergman kernel. Many of these
results are known in the literature, and we refer to Chapter I11 of [23] for
results dealing with Hardy spaces, and to Chapters /X and X111 of [11] for
the L? theory of Bergman spaces. We also give a detailed account of (weighted)
mixed norm Bergman spaces, which appear in some papers of the authors (see,
e.g., [5]).

3.1. Weighted Bergman spaces and weighted Bergman kernels.

In the sequel, we shall assume that Q0 C V, with V' of dimension n > 3, is
an irreducible symmetric cone, that is, a symmetric cone which is not linearly
equivalent to the product of at least two lower-dimensional symmetric cones.
We denote by r the rank of the cone €.

The following property defines a crucial element in the analysis of symmetric
cones: the Gamma function of Q. We refer to Chapter VII of [11] for more
properties on it.

PROPOSITION 3.1. ([11], Corollary VII.1.3)
(1) For A € R, the integral

2(2—1
G-1 we have

converges if and only if A > % — 1. In this case, if d = ==,

Fa(A) =77 "D — £).T(A = (r — 1)),
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where I'(x) denotes the usual Fuler gamma function.
(2) Fory in Q and A > = — 1 we have

/Qe_(l"y)A(x)A_% = Ta(MA(y)™

We refer to [11] for the proof of (1). Let us remark that (2) can be obtained
from (1) by a change of variables which maps e to y.

Even if we shall not use it right now, we write the generalization of this
proposition to generalized powers of the Determinant function.

PROPOSITION 3.2. Fory € Q and s = (81,82,...,8,) € C" with Res; >

(J— 1)7112—11} j=1,...,r, then
_ d¢ )
Tl A z = AS(y~h),
/Q (€) NGE Ta(s) A%(y™)

Moreover, this integral converges absolutely if and only if the condition on s is

satisfied.

We refer to [11] for the explicit value of the constant, ['g(s). Let us remark
that the condition on s is the condition for local integrability of A® relatively
to the invariant measure. y~! is the inverse of y, which has been defined in
the previous section.

In the sequel, we shall call Tg = V + i€} the tube domain with base ) in the
complexified vector space V 41V

REMARK 3.3. Irom Proposition 3.1 (2), for A > 2 —1 fixed and z = z +1y €
Tq, it follows that the integral

L[ e@npgep-2
o A

is absolutely convergent and defines a holomorphic function in the tube domain
Tq. This holomorphic function is an extension of the function A(y)~" defined
on ) and so we shall denote it by A~ (f)

Z

COROLLARY 3.4. Let A > = —1 be fized. Then,

(7) Aly +y') > Aly), Vy,y €
(i) A N(z+iy)/)| < Ay)™, VzeR", ye.

PROOF: Immediate from the second part of the previous proposition. a

Let v be a real number and 1 < p < oco. We shall denote by L? the

weighted Lebesgue space LP(Tq, A"+ (y)dady). We define the Bergman space
AP = AP(Ty) as the subspace of LP = L% consisting of holomorphic functions.
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We define the weighted Bergman space AP as the subspace of L? consisting of
holomorphic functions. We write the norm as || - |42 = || - || -

We first state two basic properties of weighted Bergman spaces on tube
domains over symmetric cones. The following result is the extension of Propo-
sition 1.3 to several complex variables.

PROPOSITION 3.5. Let p € [1,00) and v € R. Then, the following proper-
ties hold.

(i) There exists a constant C' = C(p,v) > 0 such that for all x + 1y € Ty
and for all ' € AP,

n
u-l-?

|F(x+iy)| < CA™ 7 ()| F)| az-

(ii) There exists a constant C' = C(p,v) > 0 such that for all y € Q and for
all ' e AP, we have

IF (- +iy)|l, < CAT# (y)|| F]l a-

PROOF: The weighted Bergman space A? is invariant through translations
and automorphisms of the cone ). Then it suffices to prove that for all ' € AP,

F(ie) < C|[F|| 4
and
1E(-+ 1)l < Ol F| ap-
These follow using the mean value property in the same way as in the proof
of the analogous results in one variable (Proposition 1.3). O

We are linked to use Hardy spaces, as in the one-dimensional case. Let us
give their definitions and first properties.

DEFINITION 3.6. For p € [1, 00), the Hardy space H? = H?(Tg) is the space
of holomorphic functions on Ty which satisfy the estimate

1

1Pl =supd [ 1]

yeQ

We have the analogue of the main theorem in the one-dimensional case.

THEOREM 3.7. (1) Given F' € H?, the function
y e Q= |[F(-+iy)l,

in non-increasing in the sense of the partial ordering on Q defined in (3.9).
Moreover, for every t € €,

lim |F(z+i(y+1)) — F(x+it)|’de = 0.
y—=0,9€Q JRjn
(2) Given F € AL then for every t € Q, the function Fi(z) = F(z + it) is
in the Hardy space H® for every s > p.
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PROOF: For the proof (1), see [23, Th. II1.5.6]. Assertion (2) is a consequence
of Proposition 3.22 (2). O

Let us give a first application. We prove, as in the upper-half plane, that
the space is reduced to 0 when the weight is not locally integrable, that is
v < % —1. The proof is due to Daniele Debertol.

PROPOSITION 3.8. Let 1 < p < oo. Then, for all v < % — 1 we have
AP = {0}.

PROOF: Assume first that 0 <» < Z—1. Then by part (ii) of Proposition 3.5
and part (i) of Corollary 3.4, for every F' € AL, the function G(z) = F(z + ie)
belongs to the Hardy space H? on tube domain T, (for the definition and basic
properties of Hardy spaces, see §3.3 below). Therefore, by Theorem 3.7, the
function

v e gl = [ [Gla i)
is non-increasing with respect to the partial ordering < of the cone; that is
(3.9) r<y iff y—axel
Then, [|[F(- 4 w)|l, > ||[F(- + ¢(y + e))]|p, and therefore

1FIE, > 6], = / G(y)AE (y)dy

> [ oy 2 gle) [ AT Ewy

yEQ y=<e

Now, by Theorem VIIL.1.7 of [11], the latter integral is infinite when v < 2 —1.
Since HFHZ;; < o0, we conclude that g(e) = 0 and as a consequence, g(y) =0
for every y € Q such that e < y. This implies that G (and also F') is identically
zero on 1gq.

Assume next that v < 0. The result still follows because the function

H(z) = F(z)A¥ (#) belongs to Ajp. 0

As a consequence, in the sequel we shall always assume that v > 2 — 1. It
follows from Proposition 3.5 (i) that for every z € Tg, the point evaluation
linear functional F' +— F(z) is continuous on A2. We can prove in the same
way as in the l-dimensional case that for v > 2 —1 and 1 < p < oo, A? is
a Banach space (this is also valid for Hardy spaces). In particular, equipped

with the inner product

(1.G) = [ PRGN g)dedy. == o+
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A? is a Hilbert space. So, by the Riesz representation theorem, for every
z € Tgq, there exists a unique function k, € A? such that

F(z) = (F,k.).

The kernel B,(z,() = k-(¢) is called Bergman kernel of Tg when v = = and
weighted Bergman kernel of Tq for all v > = — 1. Moreover, the orthogonal
projector P, from the Lebesgue Hilbert space L? onto its closed subspace A?
is called the Bergman projector of Tg when v = =, and the weighted Bergman
projector of Tq for all other values of v. It can be shown, in the same way as

in Proposition 1.32, that P, is given by

(3.10) ny(z):/T By(z,s +il) f(s +i)A"F(O)dsdt — (f € L2).

We shall adopt the notation L(QM)(Q) = L?(Q, A(&)~+dE).

THEOREM 3.11. (Paley-Wiener) Let v > 2~ — 1. (liven g € L(Qy)(ﬂ), the

formula

(3.12) F(z) = / FCEg()de, = € T,

defines an element of A%; moreover,
(3.13) 1715 = Cullgllzz @)
with C, = (2m)" Ig(v)277.
Conversely, given F € A%, (3.12) and (3.13) hold for some g € L(zy)(ﬂ).

PROOF: The proof of this theorem is very similar to its counterpart in di-
mension 1 (Theorem 1.22). We first prove the direct part. The integral on
the right-hand side of (3.12) is absolutely convergent, because by Schwarz’s
inequality, for z = x + 1y,

/|e Ag(6)]de = / WAL () (Jg(6)|AF (€)) de

< ([0 ( [ors-icu)

= Ty + 2) A9 (29)) [lgll @) < co.

The latter equality follows by Proposition 3.1 since v > —1.
To prove (3.13) we use the Plancherel formula to obtain the equality

| PG+ = Gay [ 0lge)pae
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Moreover, by Fubini’s theorem and Proposition 3.1, we get

191 = [ ([ 1P+ inPa) 8y
=<%wﬂé(lf*mWa0P&)A“%@wy
= o [ lto ([ oty d

:@AMM%”®%=@M&W

We prove the converse part as in the one-dimensional case, using the corre-
sponding Paley-Wiener for the Hardy space H?*(Tg). Basically, once we know
that functions in H?*(Tg) may be written as in (3.12), with ¢ a square inte-
grable function which is supported in €2, the proof is exactly the same. This
is an easy consequence of the following result, which is well known.

LEMMA 3.14. (Theorem I11.2.3 of [23].) Let B be an open connected subset
of R" and let Ty denote the tube domain over B. Then for every function F
in the Hardy space H*(Tg), there exists a measurable g : R® — C satisfying
the estimate

sw/eﬂmmm%<m,

veB
such that for every z € Ty

Pz = [ o6

Indeed, when B is €, the integrability condition forces g to vanish outside
Q, letting y tend to infinity, with (y|£) < 0. O

From Theorem 3.11, we obtain an explicit expression for the weighted Bergman
kernel B, in the tube Tq.

THEOREM 3.15. The weighted Bergman kernel B, of Tq is given by

By(w,z) = d, A (w — Z) '

4

with d, = C;'Tq(v + 2.
Here, A <w7_2> 7% is the determination of the power defined in Remark 3.3.

PROOF: Since z € Tg the functions F and B,(., z) are in A2, By the Paley-
Wiener theorem (Theorem 3.11), there exist two functions g, ¢, € L2() such
that for w € Tq

(3.16) NWzéﬂmw&M
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and
B(w,z) = / 8 g (€)dc.
Q
The polarization of the isometry (3.13) gives

(3.17) F(2) = (F, B,(-,2)) a2 = Co{9, 0. )12 () = Cy/g(ﬁ)gz(f)A‘”(ﬁ)df-

Q

Comparing (3.16) and (3.17) implies

g:(¢) = Ol FAY(g).
Therefore by Remark 3.3,

(3.18) B,(w,z) = Cy_l/

Q

n

IO A (€)dE = d, A (w — Z) 3
4

3.2. Mixed norm weighted Bergman spaces. Our main interest is the
study of the three problems that we have completely solved in the one-dimensional
case. We will see later that the solution is simpler in different spaces, which
are part of a larger family of Bergman spaces. This is why we enlarge our class
of spaces, by introducing mixed norms. For 1 < p,q < oo, let

Lyt = L3 (Q, Aly)" " dy; LP(R", dx))
be the space of functions F(x 4 i1y) on Tg such that

1
q

1 g = ( / HF(-H’y)H;A(y)”-%dy) < oo
Q

(with the obvious modification if p = o). We call A2? the closed subspace
of LP? consisting of holomorphic functions. These spaces will be called mized
norm weighted Bergman spaces. For p = ¢, we have L2P = [P and APP = AP,

Before proceeding further, we give some examples of functions in A»?. Given
0 € R, we denote by Aﬁ(l’t—.iy) the holomorphic determination of the — power
which reduces to the function A?(y) when = = 0. To illustrate our examples
we need the following lemma, which also defines beta functions on the cone.

LEMMA 3.19. ([11]) For «, 3 real, the integral

Latt) = [ 8%+ 02%(w)dy
Q
is convergent if and only if B > —1 and a+ 3 < —27” + 1. In this case,
Las(t) = CopAHPHE(1)
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PROOF: We shall show that this is an easy consequence of Proposition 3.1.
The condition 3 > —1 is necessary for the local integrability. Since A(y +1) is
bounded below for fixed ¢, it is sufficient to restrict to the case when a < —2+1.
Then, we can write

Ay +1) = C/Q e—(y-l-tlﬁ)A(g) a__df

Using Fubini Theorem, and integrating first in y, we have to consider the
integral

/ e—(tlé)A(g)—a—ﬁ—r‘%"dg‘
Q

The necessary and sufficient condition on « + 3 is given in Proposition 3.1,
which allows to conclude easily.

LEMMA 3.20. Let a € R. Then,
(1) the integral

(3.21) Ta(y) :/n A= (Wtiw)‘dx

converges if and only if « > 22 — 1. In this case, J,(y) = Co A= 5 (y), where
ar+n o] 2
Co = 277 To(a = 2)] [Ta(5)]

(2) The functwn F(z ) ATe (”';—”), with t € Q, belongs to AP if and only
42 1> In this case,

2foz>ma:1;< ,rp

Fll e = Oy AT (1))
Av \Pyq

PROOF: (1) Interpret the integral in (3.21) as the L? norm of A~% (! )
By Proposition 3.1, Remark 3.3 and the Plancherel formula, the integral J (y)
is finite if and only if a > 27” — 1.

(2) The conclusion follows from part (1) and Lemma 3.19. O

We record the following extension of Proposition 3.5 to mixed norm Bergman
spaces. The proof is the same. The reader will observe that we use the
invariance of the spaces under the action of translations in , and the action
of the group G.

PROPOSITION 3.22. Let p,q € [1,00) and v > % — 1.
(1) There exists a positive constant C' = C(p, q,v) such that for all x + iy €
Tq and for all ' € AP,
e + i) < CAB4 ()| FlLape

(2) Let F' € Ab4. Fory € Q, the function F(- +1y) belongs to L*(R") for
all s > p. Moreover, there exists a positive constant C = C(p, q, s,v) such that
for all y € Q,

I1FC+iy)lls < CATTFED ()| P ape.
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We pass now to the density theorem. For the particular case of the Lorentz
cone, this was proved in [5], Corollary 4.5.

THEOREM 3.23. For all p,q,p,c € [1,00) and p,v > = — 1, the subspace
ADT N AR is dense in the space A1,

PROOF: Let F' € AP? Given a > 0 and € > 0, let

F.o(z) = F(z +1ce)A™° (62 + Ze) .
i
We claim that:
L. I, € AD? with || Fe o] ane < || F]||ar9;
2. hmHF - FE,ozHA{f’q = 0;
e—0
3. for a large enough, F., € A7,
For claim (1), by Remark 3.3, observe that if z = @ + iy,

4

(3.24) ‘A‘“ (62 T ie) ‘ <A (ey+e) < A™(e) = 1.

The desired conclusion then follows because || F(- + ice)|| ypa < || F|| gpa.
For claim (2), using (3.24) and Theorem 3.7, we get

IF(+1y) = Feo- + i)y < 20F( + iy)ll,-
On the other hand,

(- +1y) = Feal- + ),
< F(-+iy)—F(-4i(y+ce)) ||+ F(-+i(y+ee)) (1 — A (—ie(- + 1y) + ) |[-

The first norm on the right-hand side tends to zero by assertions 1 and 2 of
Theorem 3.7 and so does the second one by dominated convergence. Now,

|F = Follape = / IF(-+ iy) — Fonl + i) 202 (5)dy
Q

which also tends to zero by dominated convergence.

Finally, to prove claim (3), first assume that p > p. Observe that if € < 1,
then A(ey + e) > €"A(y + e) and similarly for A(y + ce). By (3.24) and
Proposition 3.22, there exists a positive number 7 and a positive constant
(¢ o, such that

[Eeal-+w)ll, < A7 (ey + )| F' (- +i(y + ce)) ||,
< CL Ay o) g

Then

IFoallage < ConlIFllgs ([ A4y 4+ )1
Q
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By Lemma 4.8 below, we can take « large enough so that the previous integral
converges.
Next, if p < p, we use Holder’s inequality to obtain that

[Feal+ il < IFC+ily + ce))ll, [A™ (=ie(- +iy) + ) o -

bp—p

By Proposition 3.22,

1E' (- + iy + ce)) |, < CAT (y + )| ]l aps

and by Lemma 3.20, if « is chosen large enough,
. . _ gy ne=p)
HA_a (—te(- +iy) + e)H& < CA™T T (y+e).
Therefore,

1
a

—a nlp—p) v o _n
HFQO‘HAﬁ’U S Coz (/ A( + rpp q) (y -+ e)A“ r(y)dy)
Q

which again converges if « is large enough, by Lemma 4.8. O

We intend now to show that the mixed norm Bergman spaces are simpler
in the case when p = 2. The L? norm in the x variable can then be computed
using Plancherel formula, and the geometric tools of the last section can be
used.

First, recall that for p = ¢ = 2, by the Paley-Wiener theorem (Theorem
3.11), F € A%2* if and only if F' = Lg, with ¢ € L3(Q). Here the Laplace
transform Lg of ¢ is defined by

Lo(z) = / g(6)e e,
Moreover,
1P = C, / g(E)FPA(€)de.

Using the dyadic decomposition of the cone © (Theorem 2.27), if we write
B; = Bs(&;), we have

1P = C, / IRUGIRNEGIE

Vi)

<o Y [ laoraid < oY a6 [ laords

where the latter inequality follows by Theorem 2.38.
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Conversely,

> avie) [ la@Pde <Y [ laoraTe
Y NGIEGH AGEE

By the finite overlapping property of the balls B;, there exists a positive integer
N such that for every £ € Q, > x,(§) < N. Then
J

S a7 [ lat@)de < eV [ oA (e0de = NI F

We have thus established the following result:

PROPOSITION 3.25. There exists a constant C = C(v) > 1 such that for
every F' € A%? if F = Lg with g € L* we have

1 —vig 2 2 —v( ¢ 2
D &) [, lote)rde < 111 < cYs &) [, laterras

We intend to extend this proposition to the mixed norm weighted Bergman
spaces A*1 when it is possible. The first inequality will be proved hereafter,
while the second one is postponed to the next subsection. We will see that
this is related with the third problem of the first section (boundary values
of Bergman spaces), and that the boundedness of the Bergman projection is
involved in the values of ¢ for which it is valid.

We denote by b? the space of all measurable functions g on € such that

3200l = (8@ o) ) e

Let

00 otherwise.

. { H;?__l if n > 2r

LEMMA 3.27. Assume q < G,. Then, there exists C' > 0 such that for every
g € b1 we have

/ 19(6)@Ode < CllglligAly) G+,
Q

In particular, g is a locally integrable function in €.
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PROOF: By Lemma 2.38 and Schwarz’s inequality, we get

e~ WlE) e~ Wlo)
/Q 9(6)]e @0 de < Z / Io(ee
= S UG

< v ( [ o) : (/) :

Recall that A% (£)d€ is a G-invariant measure on Q (Proposition 2.42). Also,
by Corollary 2.43 we have

(3.28) Bl ~ AF(&).
Now, the bound (3.28) implies that

fjlsontwie <o e ([ ) A5 )

—CZ< ~5(e) (/ lg(& |d§> )( i) A q(@))

1
ol

< ligle (Z e‘”q’@'@)Aq’(%*%)(@)) i
J
where the last step follows by Holder’s inequality. Again, (3.28) implies
Ze—w'(ylﬁj)Aq 3t %(5] < Cze 79" (wle;) AT (3 7) (g})/ de.
j B,
Therefore, by Theorem 2.38, the ﬁnlte overlapping property and Proposition
3.1, we obtain

Ze—wq’(yléj)Aq'(%Jr%)(&) < CZ/ eI WO AT GO () de
i 7B

;
Q
=CNTq <q'(§7 + §)> AT (y14'y) <

since q’(zn—r + g) > % — 1. The conclusion now follows. O

THEOREM 3.29. Let ¢ < §,. Given F € A%% there is a unique function
g € b such that F'= Lg and

gl < CIFLse
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PROOF: By density, take F' € A»? N A%%. By the Paley-Wiener theorem

(Theorem 3.11), there exists g € L(zy)(ﬂ) such that

Pz = Loz) = [ gl (e o)

Q
Recall that for y € B, y=! € Bj_l = Bg(fj_l) since the mapping z +— 27! is
an isometry (see Theorem 2.50). Moreover, by Theorem 2.56, there exists a
constant A such that for all j, £ € B; and y € Bj_l, we have & < (£ly) < A.

Thus, for all y € Bj_l, if C = e,

/ g(€)Pde < © / g(©)Pe 200
B, B,

n

< / g(6)Pe208ge = ¢ / F(o 4+ iy)de,

by the Plancherel formula. Therefore,

() ) <, | MG )y

Furthermore, if we write F, = F/(-+1y) and y; = j_l, since there is a constant
(' such that for every j, |Bj_1| > C A7 (y;) (see (3.28)), we get

([ torde)” <oasw [ 1mtza
B By

Moreover, by (2.49) we have A(&;) = A(y;)™!, and thus
@) [ o) s cami) [ IRl
<c [ AHIR

J

Therefore, since the balls Bj_1 also form a dyadic decomposition of € (see
Corollary 2.44),

> AT ( / |g(§)|2d§> <oy [ ARy

<c / AP E ()| Fyldy

by the finite overlapping property for the balls Bj_l. This finishes the proof.
O
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4. MAPPING PROPERTIES OF THE WEIGHTED BERGMAN
PROJECTORS

4.1. Statement of the main problem.
Recall that, for p € [1,00] and v € R we denote by

L) = L7 (Tg, A3 (y)dady)

the weighted Lebesgue spaces and by A7, v > 2 — 1, the weighted Bergman

spaces. We consider the weighted Bergman projector P, defined in (3.10) as

P,f(z) = /Q (/ B, (z,u+iv)f(u+ iv)du) A"F(v)dv  (f € L2),

where B, denotes the weighted Bergman kernel whose expression was given in
Theorem 3.15.

Our main goal is to determine the values of p € [1, oo] for which P, extends
to a bounded operator on L2, in which case it is a bounded projector from L?
to A2. We observe that P, is a self-adjoint operator and hence P, is bounded
on LP if and only if it is bounded on L', where p’ is the conjugate exponent

v

of p. We denote P} the positive integral operator defined for f € L? by

(4.1) Pff(z)= /Q (/ |Bl,(z,u—|—iv)|f(u—|—iv)du> A7 (v)dv.
We set

v N v4 2
(42) qy:1—|—£—_1, py:qy—|—1, and Pv = ﬁ

r

Observe that 2 < ¢, < p, < p,. Finally, notice that if P} is bounded on L?,
then P, extends to a bounded operator from L? to AP. The converse is also
true in the case n = 1 (see Section 1). This is no more the case for n > 3 as

the following theorem shows.

THEOREM 4.3. The following properties hold:

L. The operator P is bounded on L if and only if ¢/, < p < q,;
2. If P, extends to a bounded operator from LY to AP then p/, < p < p,;
3. The operator P, extends to a bounded operator from LP to AL if pl, < p <

Py

Let us make some comments on this theorem. When considering simulta-
neously assertions (1) and (3), we see that there are values of p for which the
Bergman projector P, extends to a bounded operator from L? to AP while
the associated positive integral operator P is not bounded on L. This is a
new phenomenon compared to all cases for which the Bergman projector is
known to satisfy L? estimates. The proof of assertion (1) uses basically the

same methods as in the upper half-plane, that is Schur’s lemma, which gives
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L? continuity properties for integral operators with positive kernels. Hence,
in order to get the larger range of values of p given in assertion (3), we must
exploit the oscillations of the Bergman kernel. While trying to do this, we are
lead to use the Fourier transform in the x variables and consequently to focus
on L? norms in these variables. This is the reason why we enlarged our class
of spaces, by introducing mixed norms.

We recall that for p,q € [1, 00] we set

107 = 17 (9, ALy~ Fdy LR de)) AV = 1270 H(Ty)

Assertion (1) will be proved in subsection 4.3. In fact, we shall prove a more
general result giving necessary and sufficient conditions on p,q for the LP4
boundedness of Pf. In subsection 4.4, we prove L*? estimates for P,. Finally,
we shall prove assertion (3) in subsection 4.5 using interpolation methods.
More precisely, assertion (3) will be obtained as a particular case of a result
giving a sufficient condition on p,q under which P, extends to a bounded
operator from L2 to AP?. We also prove a necessary condition on p, ¢ so that
P, extends to a bounded operator from L2? to AP?, fact that includes assertion
(2) as a particular case.

4.2. Positive integral operators on the cone.
We consider the following positive integral operator T defined on the cone

Q by

(1.4 Toly) = [ A+ olg0)a"F (e,

In the next subsection we shall see that T is closely related to the operator
PF. Recall that ¢, = 1 + 2. We shall need the following theorem.

n_1-°
T

THEOREM 4.5. The operator T is bounded on L4 (Q, A”‘ﬂv)dv) if and only
if 4, < q<qu

PROOF: (Sufficiency) We will use Schur’s lemma (Lemma 1.35) as in the
one-dimensional case. For K(y,v) = A7"(y + v), it suffices to find a positive
function ¢ on  such that the following two properties are satisfied:

(4.6) /Q[f(y, 0)B(v)" AV E (v)dv < Co(y)”
and
(4.7) [ K)oty aFdy < cotoy

As Schur’s test functions we take ¢ = A®, for appropriate s. We rely on the
following lemma, which may be found in [5], Lemma 3.3, for the light cone.
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LEMMA 4.8. Fort € (), the integral
Lt = [ A+ 0" 8w )y
Q

is convergent if and only if the following conditions hold:

: n/r—1 nfr—1 ,
S]>(.]_1) 7“—17 S]‘—|-ﬁ<—(7“—]) r— 1 forjzlv"'v

In this case,

1(1) = CAS()AP(1).

PROOF: The scheme of the proof is the same as for Lemma 3.19. The
conditions on s allow to restrict on values of 3 for which A(y + ¢)? can be
written as a Laplace transform, using Proposition 3.1. We then use Proposition
3.2 to reduce to the integral

/ e~HOA(E)ATIH () de.
Q

To go on with the proof, one needs to write A®(£7!) in terms of . We refer
to [11] for the light cone, where all formulas are explicit. We get

AN = (AD" (A (6),

where we note

(4.9) AJ(€) = & — &

To get the result, we change of variables so that & is replaced by —¢&;, use
Proposition 3.2 again (the second range of conditions on s comes from it), and
use (4.9) with ¢ in place of £. This finishes the proof in this particular case. O

Let us go on with the proof of the sufficiency for the forward light cone. An
application of Lemma 4.8 in this particular case gives that (4.6) holds when
we take ¢ = Afl AP whenever 3y, 3, satisfy

1 1
—<z—l/—1><ﬁ1<0, —Z<ﬁ1+ﬁ2<—<—z—|—1>
q' \2 q g\ 2

and estimate (4.7) holds when

l<E—I/—1><ﬁ1<0, —K<ﬁ1+ﬁ2<l<—z—|—1>.

q\2 q g\ 2

Thus, both of 7 and #; + B3 must lie in the intersection of two intervals.
Assume g > ¢/, i.e. ¢ > 2. Then ; must lie in (% (% —v— 1) ,0) which is a
non-empty interval. For (3;, we must have

Bi+ B € (—g,é <—g+ 1)) N (—g,é <—g+ 1)) ,
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Since ¢ > 2, then —% > —5 and therefore, the previous intersection is non-
emptylf—— < —(———I—l),ie ifg<l++5=q. The case g < ¢’ can be
treated accordingly; it gives the dual condition q, < q<?2.

The general proof, for an arbitrary symmetric cone, follows the same lines,
using Lemma 4.8.

(Necessity) We prove the necessity part of the theorem in the case of an
arbitrary symmetric cone. If we take the characteristic function of the invariant
ball Bi(e) as a test function g, from Theorem 2.38 we know that A(v) and
A(y+v) are almost constant on the support of g(v) as functions of the variable
v. So if T, is bounded on L? (Q,A”‘ﬂv)dv), the function A7 (y + e) is in
Le (Q, A”_%(y)dy» Using Lemma 3.19, we get the necessary condition ¢ > ¢/.
The dual condition ¢ < g, follows from the self-adjointness of T a

4.3. Estimates for the positive integral operator P}.

v

Recall that ¢, = 1+ z*. We shall prove the following extension of Theorem
4.3 (1). '

THEOREM 4.10. Let p,q € [1,00]. The operator Pf defined by (4.1) is
bounded on LY if and only if

¢, < q<q.

PROOF: For a function g : Tq — C, we write g,(2) = g(x +1iy). It is sufficient
to consider non-negative functions f. Then,

P flx+iy) = (PFf), (2)

(/ s (e =l fufu)d >A”‘%(v)dv

(Ias"

—d,

dy

:a\:a\

1) (@)A 7 (0)dv.



BERGMAN PROJECTORS ON TUBE DOMAINS OVER CONES 55

By the Minkowski inequality and the Young inequality, we obtain that

| (P;rf>y | zpmny = (/n <<Py+f)y (:1?)>pd:1;>%

= ([ ([ (1
<i [ ([ (2870 r) <x>)pdx)% ()

_(V‘l'%) v—=1
—d, / AT f LA (o) do
~(r+2)
<d, / jaze
Q

The L' norm of A;_f_fﬁ is given by assertion 1 in Lemma 3.20. This implies
that

R fv> (x)A”—%(v)dedx)%

Ul A7 (0)do.

| (PFF), Nlriany < Co / A= (y+ ) Fll, A2 (0)dv

=T ([fullp) (v),

where T is the positive integral operator defined in 4.4 on the cone ). Recall
that by Theorem 4.5, this operator 7' is bounded on L4 (Q,A”‘ﬂv)dv) if
q, < p < q,. Therefore,

L

125 oz = ([ 00, ey 3 0100

<G (/Q (T(HfUH)(y))qA”_%(y)dy>é

< CITI ol =200
= TN I
if ¢, < p < ¢q,. This finishes the proof of the sufficiency part.
(Necessity) We need to show that P is unbounded on 2% when g > g,.

v

To do this, we will show that, if P is bounded on L2? then T is bounded
on L1 (Q, A”‘ﬂv)dv). This fact will follow from the next lemma and a ho-
mogeneity (dilation) argument. We adapt the proof from [8], where it is given

for p = gq.

LEMMA 4.11. There are positive constants v and ¢ such that, for all z =
x+iy € Tg and v € Q with |v| < v and |y| < 7,

/ |B,(z,u +iv)|du > ¢A(y + v)™".
<1
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PROOF: It is sufficient to prove the inequality
/ Az +iy)|de > cA(y) T
Bi(y)

Indeed, one can also show that the Euclidean norm is almost constant on
invariant balls of radius 1 (this is proved in detail in [4]: [¢|/|y| is bounded
by an universal constant on the ball Bi(y)). As a consequence, the invariant
ball Bi(y) is contained in the Euclidean ball {|z| < 1} if |y| < v, for some
~. Now, we can use the fact that A is almost constant on the invariant ball,
which allows to write that the left hand side is equivalent to

n . _a dx
A [ A il
Bi() Az)r
Using the action of G and the formula of change of variable for A, we see that
this last quantity is equal to A(y)~***, multiplied by the same integral when
computed for y = e. This last factor is clearly a positive constant.

a

To get the announced implication, using Lemma 4.11, we test P on spe-
cific L7 functions, namely g(z) = xp<2(2)k(y), z = = + iy, with k €
L1 (Q,A”‘ﬂy)dy) supported in Q N {|ly| < ~v}. For x such that |z| < 1,
and y € € such that |y| < «, one has the inequality

PHfe+in) = ¢ [ Aly+ o) (o)) e

By assumption, there exists a constant C' independent of g, such that
Joeatvi<n (Jo Aly +0)7"g(v)A(v)" "7 dv)" Aly) dy
< C fogfv)? Alo)2do.

By homogeneity of the kernel, we can replace the constant v by any positive
constant N: for every positive function ¢ on €1, we have the inequality

Jreapien Ua Ay +0)77g(0)A(v) = dv)" Ay)"~dy
< C Jeqpupen 9(0) Al0) " F do.

Using the density of compactly supported functions, we get the same inequality
without any bound on integrals. This means that the operator T" is bounded,
and gives the restriction on gq.

4.4. The boundedness of P, on [*1.

We recall that ¢, = 1 + %5 and set (), = 2q,.
We will first show how to relate the spaces b? and A29.
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THEOREM 4.12. Assume 1 < ¢ < Q,. Given g € b?, then Lg € A*? and
1£9]l 420 < Cllgllg-

PROOF: Write F' = Lg. For every y € Q, F,(x) is the inverse Fourier
transform of the function ¢ — g(€)e~@E), By the Plancherel theorem,

1P = [ IRIBAF()dy

(4.13) :/Q</Q Ig(é“)lze‘?(y'g)dé“>%A”‘%(y)dy-

By Theorem 2.45 and (4.13), we deduce that

(4.14)  [[Flp0 < /Q<Z 6‘2”(3"'5”/)9] Ig(§)|2d§>%A”‘%(y)dy-

J
First assume that 1 < ¢ < 2. We recall that for § € (0,1),
)
(Ea) <X
J J

Since 1 < 1, it follows from (4.14) and Proposition 3.1 that
1Pl < ¢ [ S emeo ([ jgterac) sy
2 B,

<> ( / Ig(§)|2d§>% [ ermat i
~ Tl ( INE |d§) 16,

= Chgn </ lg(¢ |d§>2 (&) = Cuanllgllyy-

Assume next that 2 < ¢ < @),. At this point, our intention is to use Holder’s
inequality with the introduction of some factor related to some generalized
power of the Delta function. Again, to simplify the computations, we restrict
ourselves to the particular case in which € is the Lorentz cone A,, so that
r=2and Aly) = yi —ys — ... —y2 and Ay(y) = y1 + y2. To simplify the
notation, we call p = ¢/2. We also take a real multi-index s = (s1,$2) to be
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selected later. An application of Holder’s inequality gives

y"‘”/ lg(¢ |d§<< Twle)( / 9(E)PdE) AT (&) A 52”(§j)>%

< (Z e HIAT () A% <@>)

J

==

From (4.14) it follows that

IF|, < C / ( el (/ 19(6) Idf) (E)A 82%@))

. (Z e‘”y"fﬂ>Ai”'<§j>AW’<@>) AP E (y)dy.
J

Notice that by Theorem 2.38, (3.28) and the finite overlapping property of the

balls B;, the sum in the second parenthesis on the right-hand side is bounded

by
I = C/ e—zw(ylﬁ)Aiw’(@Asw’(f) ilf )
We use Proposition 3.2, as well as (4.9) to obtain that
I = CATCrE2 (2 AT (29y)

if s3p" > & — 1 and (s1 + s2)p" > 0. In this case, Proposition 3.2, if —(s; +

52),0—|—1/>%—1and —s2p + v > 0 we have

1Pl < ([ lotorde) arvigna-(e)
% (/ e—?w(ylﬁj)Aflp(y)A—(sﬁsz)erv—%(y)dy>

n

= X ARG A (AT G)AT () ([ wtord)

-CYa7e) (/ (¢ |d§> = Clali:

where the constant (' depends on the involved parameters.
Therefore the conclusion follows if we choose s; and s4 such that the follow-
ing conditions are satisfied:

s9p" > g —1, (s14s2)p" > 0;
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and
n
Sap < U, (51—|—52),0<1/—§—|—1.

The parameter s, can be suitably chosen since & —1 < v. For sy, s; + 59 must

lie in <0, y_§+1> which is a non-empty interval. a
The statement of Theorem 4.12 is false for ¢ > (), as the next theorem
shows.

THEOREM 4.15. For q > @Q),, there is a function g € b1 such that Lg does
not belong to L21.

PROOF: We give the proof for the particular case of the cone Sym;(2,R)
of 2 x 2 real positive-definite symmetric matrices. For ¢ = (gl §3>

3 &2
Sym.(2,R), we recall that A(£) = Det £ = & & — £3. Take

o6 = ooah©) (14 Jhog S}

Then if I denotes the 2 x 2 identity matrix,

(116) (Lol = / e A1 (g) (1 1 Jlog %O e

and

lolly = > A7(6) ( / |g(§)l2d§>

= YA ( / ATy (1+|1og §”|) d§)2
ey ( / g a ) (14 oy %Q d&)g

by (nqye A6 \ ¢
< C/Z/B A—V_E‘I'(E—I)E(f)e_qfl (1 + |10g$|> d¢

by Theorem 2.38, the Holder’s inequality and (3.28). Hence, by the finite
overlapping property,

n g n A —g
(4.17) Hgqu < C/ e_qglA(E_l)E_”+5(§)<l + | log —(5) |> 2dE.
Y Symy (2,R) 52

It now suffices to show that the right-hand side of (4.17) is infinite while the
right-hand side of (4.16) is finite. This is given by the next lemma.
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LEMMA 4.18. For o and (3 real, the integral

—E1—Ey A A(E) \s
1,3 = e~ A + |log —24|)"d
B /Sl/m+(27 : (f)(l | log £ |> £

is finite if and only if one of the following two conditions is satisfied:

1. a>—1;
2. o =—1 and B < —1.

PROOF: We use the Gauss coordinates of £ € Symy(2,R) defined in §2.3 by

2 53 2 €3
1:)\, 2 = = , =0
‘ ST T g

Then A(£) = A?u? and
Foo Foo 2 2 2
L = 4/ / / e~ mWHDN N2 20 () 9l og ) AP pdAdpudo
0 0 R
= Jaﬁ[(a,

where

Jap =4 / e (14 2] log ) ds
0

K, = / ( / e_”2A2dv>)\2a+36_A2d)\ = C / e NBH2 ),
0 —00 0

Next observe that K, < oo if and only if o > —% while J, 5 < oo if and only
if either &« > —1 or both @ = —1 and g < —1. O

and

We will now show how this last theorem is related to the boundedness of
the weighted Bergman projection. We consider the following commutative
diagram:

P,
L, —— A

| Te

A2 12 ()

Notice that L : L(zy)(ﬂ) — A? is invertible by Paley-Wiener theorem (The-
orem 3.11). Given ¢ € L2 and F = Lg € A%, since P,F = F, the self-

adjointness of P, implies

<Pl/¢7 F>A% = <¢7 F>L% = <¢7 [’g>L%
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Now, by the Plancherel formula, if F~! denotes the inverse Fourier transform,

6. L)z = [ oe +iy) ( / g(f)eiwwfdf)A”-%<y>dxdy

Tq

- [([ a7 s <§>e—<y'f>><x>dx)A”-%<y>dy

-/ ( [ it@e e d&)A”“( )y
(1.19) / (A” / By(€)eWOA <y>dy)@A‘”<f)df,

where equality (4.19) follows by Fubini’s theorem. Therefore, for g € L(zy)(ﬂ),

equality (4.19) and the polarization of isometry (3.13) in the Paley-Wiener
theorem imply that

(0. Larz = (Puoy I7) 4z
(4.20) = CU<L’_1PU¢79>L§D)(Q) = <T¢79>L§D)(Q)-

Comparing (4.19) and (4.20) then gives

= A"(¢ /¢ ~WIO A= (y)dy.

We shall need the following lemma.

LEMMA 4.21. If ¢ > 2, then for all ¢ € L2, T¢ € bi and ||[To|s <
Clloll 2.

PROOF: By Schwarz’s inequality and Proposition 3.1,

ool < 8@ [ 1B0re R ) % (/ e—wl%u—%(y)dyf
o [ e moa (y)dy>%_
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Furthermore, by Holder’s inequality and Theorem 2.38,

(/B |T¢(§)|2d§>g <C, (/B A¥(€) (/Q |qu(§)|2€—(1/|£)Au—%(y)dy>dg)%
<GATE (/Q e (/B |€by(§)|2d§> AV—%(y)dyf
<ante([( [ | e ) U )

qg—2

([ stom)
Q

= Ol gAY (&) /Q ( /B ] |$y<§>|2d§) gA”—ﬂy)dy.

Thus,

HTQbHZg < Cvmq/ﬁ%j(/}gﬂ |qu(§)|2d§> A”_%(y)dy
<Cons | (Z / 1) d€) "y,

because if p > 1, every sequence of positive numbers {a;} satisfies
P
S (Tu)-
J J

Here, p = q/2 > 1. Next, by the finite overlapping property and by the
Plancherel theorem,

1ol < ., /Q ( /Q |$y<§>|2d§) CATE(y)dy

=t [([ ) s

= CV7’77qH¢Hi37q7

as we wished to show. O

We can now prove the following result.

COROLLARY 4.22. [fQ! < g < Q,, then P, extends to a bounded operator
from L*7 to A1,
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PROOF: Without loss of generality, we may assume that 2 < ¢ < @),. By
Theorems 3.29 and 4.12, £ is a bounded isomorphism from 4% to A%?. Then,
it follows from Lemma 4.21 that P, = LT extends to a bounded operator from
L3 to A%4. O

4.5. L7 boundedness for the weighted Bergman projector F,.

If we interpolate the L2 or L7 estimates obtained in Theorem 4.10 with
the L?7 estimates established in Corollary 4.22, we obtain the next theorem
which generalizes Part 3 of Theorem 4.3.

THEOREM 4.23. The weighted Bergman projector P, extends to a bounded
projector from LE? to AP if

0<i<d L<ol<g
1 1 1 or 1 111

>

! 5

FIGURE 1. D:(D Pl ﬁ) E:<2(%%__1;+V,2(%T_1)+V>, F:(O,#),

T

By interpolation, P, is bounded on L2 for (5, zla) in the interior of the light-
shaded hexagon of vertices

(g () o ()
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and their symmetric points with respect to (1,1). O

On the other hand, P, does not extend to a bounded operator on L2 on
the dark-shaded regions of the figure, as the next result shows. This result
generalizes part (2) of Theorem 4.3.

THEOREM 4.24. P, extends to a bounded operator on LE? only if

n n v+--—1 n
——l< =4+ ——<v+-
r rp q r
PROOF: Recall that P, is a self-adjoint operator and hence, P, is bounded
on L% if and only if P, is bounded on L2-7. Apply P, to the function f(z) =
A_(”_%)(y)xb(ie)(z), where z = x+1iy and b(ie) is an Euclidean ball with centre

ie relatively compact in Tq. It is clear that f € () L29. Moreover, by
1<p,q<c0

the mean value property, there is a positive constant C' = C'(n) such that for

every z € Tq, .
Pf(z) = CA™ ( u —)

4

Now, by Lemma 3.20, P, f belongs to L2? N ngq, only if v + . :_p . Hf_l
and v+ > ,,Lp/ + # The conclusion follows. O

REMARK 4.25. At this time, the problem of determining whether P, is

bounded on L2 for (zl?’ 5) in the blank region in the above figure is open.

5. APPLICATIONS

In this section we give some applications of our main results, that is Theorem
4.23 and Theorem 4.24. For the particular case of the Lorentz cone, these
applications were described in [2]. We will not give details of the proofs, which
will appear somewhere else.

5.1. Transfer of L” estimates for the Bergman projector to bounded
symmetric domains of tube type.

First of all, it is well known (cf. e.g. Chapter X of [11]) that every tube do-
main T over a symmetric cone €) can be realized via a biholomorphic mapping
as a bounded symmetric domain D. “Symmetric” means that every point of D
is an isolated fixed point of an involutive automorphism of D and this property
implies the homogeneity of the domain. Such a bounded symmetric domain
is said to be of tube type. In one complex variable, the upper half-plane is
realized as the unit disc via the linear fractional transformation

1
q)(z):¢1+2.
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The biholomorphic transformations from Tq, to D which generalize ® are known
as Cayley transformations. We assume that the bounded domain D is the
Harish-Chandra realization (cf. [11], p. 189) of the tube domain Tq. In this
case, we shall call D a standard bounded symmetric domain of tube type. In
particular, D is starlike around 0 and circular, that is, €z € D if § € R and
z e D.

THEOREM 5.1. Let D be a realization of a tube domain Tq over a symmet-
ric cone §) as a standard bounded symmetric domain D. The conclusions of

Theorems 4.23 and 4.2/ are valid with Tq replaced by D.

As an example, Theorems 4.23 and 4.24 for the tube in C", over the Lorentz
cone A, (n > 3) are also valid for the Lie ball £ of C" defined by

2
>0}.

The proof of Theorem 5.1 is based on a transfer principle using the explicit
form of the Cayley transformation and some homogeneity arguments (see, [1]).

n

2
E:Zy‘

J=1

n

2
E:Zy‘

J=1

ﬁ:{zecnz <1,1-2]z]*+

5.2. Duality (A2, AP,

THEOREM 5.2. Let p,q € [1,00) and v > 2 — 1. Assume that the weighted
Bergman projector P, extends to a bounded projector from LP4 to AP?. Then
the topological dual (A7) of AP9 identifies with A" by means of the map

(5.3) G e AP s Lo(F) = /T F(2)G(2)A"" 7 (y)dady.

PROOF: By Hélder’s inequality, it is clear that given G € A2 L is a
bounded linear functional on AP? with ||Lg|| < HGHAP/,(]/. Conversely, let

L € (A1), By the Hahn-Banach theorem, L extends to a bounded linear
functional on L7 with the same operator norm. Since (L27) identifies with
L7+ via the standard L?? duality pairing, there exists a function ¢ € L7
satisfying || L] = quHngq/ such that for every F' € AP9

LE) = [ FEREAE (y)dady,
Tq
But, P,F = F and P, is a self-adjoint operator. Hence,
)= [ PRI ) dedy,
Tq

Under our hypotheses, ¢ € L2 implies P,¢ € A2, This proves that L = Lg
with G = P,¢ € AP, O
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5.3. Sampling and atomic decomposition for functions in weighted
Bergman spaces.

We first recall the definition of the Bergman distance on Tq. Define a matrix
function {g;j}1<jr<n on Q by

2
gj7k(2) - 646@
where B is the unweighted Bergman kernel of T. The map z € T — H. with

H.(u,v) = Z 9ik(2)u;v (u = (Upy ey Up), = (V1,...,vp) € C”),

1<jk<n

log B(z,z2)

defines a Hermitian metric on C”, called the Bergman metric. The Bergman
length of a smooth path v :[0,1] = Tq is given by

R RURCIORTOIRY,
and the Bergman distance d(z1, z2) between two points z1, 22 of Tg is

d(z1,22) = infl(v)
y

where the infimum is taken over all smooth paths v : [0,1] — Tq such that
¥(0) = z; and y(1) = 2.

Recall that the Bergman distance d is equivalent to the Euclidean distance
on the compact sets of C" contained in Ty and the Bergman balls in Ty are
relatively compact in Tg. Next, let R™ be the group of translations by vectors
in R" and let H again denote the simply transitive group of automorphisms of
the symmetric cone ) defined in Section 2. Observe that the group R™ x H acts
simply transitively on T, and recall that the Bergman distance d is invariant
under automorphisms of R" x H.

The following Whitney decomposition of the tube domain T, can be proved
exactly in the same way as the dyadic decomposition of the symmetric cone {2
(Theorem 2.27 and Corollary 2.44).

THEOREM 5.4. Given § € (0,1], there exists a sequence {z;} of points of Tg
such that if B; = Bs(2;), B} = Bg(zj),

(i) the balls B} are pairwise disjoint;

(i) the balls B; form a cover of Tg;

(iii) there exists a positive integer N = N(Q) (independent of 6) such that
every point of Tg belongs to al most N balls B;.

The sequence of points {z;} is called a d—lattice in Tj,.
To establish the sampling theorem for functions in AL, we need the next
result.
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PROPOSITION 5.5. There exists a positive constant C' such that for every
holomorphic F' in Tg and for every § € (0,1), the following properties hold:

. . dudv

O PP < [ PP
d(z,w)<8

. , AT ()
(ii) if d(z,¢) < 6, then

dud
e - POP<or [ PP,
d(zw)<1 A5 (U)
PROOF: We recall that the measure Ad“dz ) is invariant under automorphisms
of Tg. Therefore, it suffices to prove that
dud
Fer <o [ PP
d(iew)<s A5 (v)
and that, if d(ie,() <, then
dud
Flie) - FQOP <08 [ [P
d(ie,w)<1 A5 (v)

The first inequality follows from the mean value property and the equivalence
between d and the Euclidean distance in a neighborhood of ie. The second
inequality follows from the equality

F(ie)— F(() = VF(w) - dw
[¢ie]
and from Cauchy estimates

IVE(w)] < C/ |F(s + it)|dsdt

B(ze,1)
dsdt
<C / |F(s + it)|P—
Bie,1) AT (t)

We can now prove the sampling theorem.

THEOREM 5.6. Let {z;} be a §—lattice in Tq, 6 € (0,1), with z; = x; + 1y;.
(i) There exist a positive constant Cs such that every F € AP satisfies

S IE(z)[PAR () < G| FII,

(ii) Conversely, if 6 is small, there is a positive constant Cs such that every

F e A? salisfies
£y < 052|F IPATEE (y;).
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PROOF: (i) By Proposition 5.5 (i), for every j,
. dudv
[F'(z)" <6 | E(w) [P~
B! A5 (v)

On B!, the function A(v) is almost constant; therefore,

dudv
F(z pA"' < CLo" A”"’ F(w)|P—
D IFGPA ) £ 657 3 ¥ B;| s

< O80T Z w)[PAYTF (v)dudv

< Gpo ”HFHAg

because the balls B! are pairwise disjoint.

(ii) We have

[P (2)[PA" 7 (y)dady

Tq

, dxd
SCpZAU-I— / |F J?y)
J

<GEAH) [ (PGP +IFE - eI 35
<c~(zm M+ 38 ) [ 1R = PP G )

since the invariant measure of B; is mdependent of j (and equal to the invariant
measure of Bs(e)). Now, by Proposition 5.5 (ii), we obtain

[P (2)[PA"F (y)dady

Tq

gcp(zm () (z) 48" 3 AT / / (o) Ad—ci> f—iyy))

J

If we show that the sum of the second term above is bounded by a constant (',
independent of 4, times the left hand side, then we can choose ¢ small enough,
and conclude the proof.

Notice that, by the finite overlapping property of the balls B;, for fixed w,

dzd dzd
3 / y / “y ¢
7 JeeBydzwy<t AT (y) d(zw)<1 AT (y)

for some universal constant (', by invariance of the distance and of the measure.
Using this fact, and switching the integration order in the second term on
the right hand side above, we obtain the desired estimate. O
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It is easy to deduce the atomic decomposition from the sampling theorem for
values of p for which the weighted Bergman projection P, is bounded. More
precisely, we have the following theorem (cf. [9]).

THEOREM 5.7. Assume that P, is bounded on L? and let {z;} be a d-lattice
in Tg. Then the following assertions hold:
(i) For every complex sequence {\;} such that

(5.8) D INPAF (y;) < oo,

j
the series S \iB,(z,2;)A"T7 (y;) is convergent in AP. Moreover, ils sum F

J
satisfies the inequality

1F < C Y IIPAT S (y;).
j

(ii) For & small enough, every function F' € AP may be written as

F(z) = Z N B (2, 2) AV (y;),

J

with
(5.9) D INPATE () < CIF|.
J

PROOF: We call [2 the space of complex sequences {);} which satisfies (5.8).
(i) From part (i) of the sampling theorem (Theorem 5.6), we deduce that
the linear operator

R: A — [P
F = RF=A{F(z)}

is bounded. Hence its adjoint R* : [?" — AP is also bounded. The conclusion
follows because

B ({A)) (2) = Z AiBu(z,2) A ().

(ii) From Theorem 5.6 (ii), for § small enough, we obtain that
1],y < CILFGL-

This implies that R* : [Z — AP is onto. Moreover, if A" denotes the subspace
of [2 consisting of all sequences {\;} such that the sum

ST N By (2 ) A E(y;)

J
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is identically zero, then the linear map
PIN — A
A = XA Bz, 2) A (y))
J

is a bounded isomorphism. The continuity of its inverse gives estimates (5.9).
O

Finally, Theorem 5.7 gives the solution of a so-called Cartan B problem
which we now describe. To keep matters simple, we assume that Tq is the
tube domain in C® over the Lorentz cone = A;. Thus, n = 3 and r = 2.
Again, we denote by H the upper half-plane of the complex plane C. For
all p € [1,00), it is easy to show that the restriction f of F' € AP(Ty) to
H? = H x H given by

R(F)(Zl,ZQ) == F(Zl + 22,721 — ZQ,O)

belongs to the weighted Bergman space A2(H?). If dV denotes the Lebesgue
measure on H?, the latter space is the subspace of L?(H?, (y1y2)" " 2dV (21, 22))
consisting of holomorphic functions. Moreover, the restriction map®

R: AP(Ty,) — AL (H?)

is continuous. We are interested in the range of p for which R is onto. It has
been proved in [7] that this is the case when p € [1,2r+1). Theorem 5.7 leads
to an extension of the result to the range p € [2v + 1,21 4 2). Moreover, there
exists a linear extension map.

This application may be extended to all tube domains over symmetric cones.
If the rank of the cone is r, H? = H x H should be replaced by H” = Hx---xH

(r times).

6. FINAL REMARKS

6.1. Hardy’s inequality, boundary values and Besov spaces.

In this subsection, we report briefly on the generalization of the three prob-
lems solved in Section in the upper half-plane. We refer to [4] and [8].
Throughout the subsection, {¢;} will be a fixed 1-lattice in Q. We construct
a smooth partition of the unity associated with the covering B; = B;(¢;). For
this purpose, we choose a function ¢g € C°(By(e)) such that

0<¢y<1 and ¢0|B1(e) =1.

Tt is called a restriction map since it is actually given by a restriction when considering
the spherical cone instead of the Lorentz cone.
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For every j, we also write {; = gje for some ¢g; € G. Then we can define

$;(&) = ¢olg; '€) so that
¢; € CX(Bs())), 0<¢; <1 and ¢;|p, = 1.

We assume that £ = e so that there is no ambiguity of notations. Further, by
the finite overlapping property, there exists a constant C' > 1 such that if we

define ®(¢) = E¢](§)7

Lag<c

We also define ¢; € S by ¢; = ¢;/®.

PROPOSITION 6.10. The following properties hold:

L. ¢]€C°°(Bz(é}))
2.0<1; <1 and Z;z;] =1V eq;

3. the functions ; are uniformly bounded in L'(R"™), so that there exists a
positive constant C' such that for oll f € LP(R"), 1 <p < oo and for all
Js
1 illy < ClLA -
We introduce a new family of Besov-type spaces B2, 1 < p,g < o0, v € R.

They are defined as equivalence classes of tempered distributions by means of
the semi-norm

1

[ FllBe = (ZZA (&) !\f*%!\q) , feS(R).

The Besov space BE? is a Banach space and does not depend on the choice of

{&} and {4}
On the other hand, we introduce a generalized wave operator O = A (%%)

on the cone ). That is the differential operator of degree r defined by the
equality

A <1i> (e¢) = A(6)e™t, ¢ eR”,

1 dx
which corresponds in cones of rank 1 and 2 to
1d
O=-—in Q=(0,00)

1 dx
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and

1 0? 0? 0?

S T T T .
4 < dx? * dx3 L 61’%) o

The following theorem is proved in [4]:

THEOREM 6.11. Let v > = —1 and 1 < p < oo. With the notations

y i
QU:]‘—I_f? qy,p:{ TLp/_l v 7

2 —1 o0 otherwise

assume that 2 < q < q,,. The following properties are equivalent:

1. P, extends to a bounded projector from Lb4 to AP,
2. the Laplace operator L is a bounded isomorphism from BE? to AP,

3. for m large enough, O™ : AD? — ADY | is a bounded isomorphism.

In this theorem, assertion (3) generalizes Hardy’s inequality for Bergman
spaces (subsection 1.5) while assertion (2) implies that the space of boundary
value functions of A2? functions is the Besov space B2? ie. (2) is a gener-
alization of results of subsection 1.7. For p = 2, we have proved part (2) in
Theorems 3.29 and 4.12 (see also Lemma 3.27). Moreover, in Corollary 4.22,
under the assumption 1 < ¢ < @,, we showed the implication (2) = (3).
For more details, the reader should consult [3]. Using Theorem 6.11, four of
the authors [4] were able to find other necessary condtions on p, g for the LP?
boundedness of P,. This allows to color in dark parts of the blank regions in
the previous figure.

6.2. Projections to Hardy spaces.

It is natural to ask whether the projection Fy, which is the orthogonal pro-
jection onto the Hardy space H?*(Tgq), which identifies with a closed subspace
of L?*(R™), extends to a bounded operator on LP(R™), i.e. under which as-
sumptions on p Theorem 1.54 extends to several variables. The answer has
been known for thirty years:

THEOREM 6.12. ([12],[22]) The operator Py extends to a bounded operator
on LP(R"™) only if p = 2.

It is a consequence of the fact that the characteristic function of the unit ball
is not a Fourier multiplier of L?(R") when p # 2. The Bergman projection,
that we have studied all along these notes, has a better behavior than the
Szego projection Fy. It still has some mystery, as we have shown, at least for
us.

In the one dimensional case, we have seen that Hardy spaces are in some
way the limit of weighted Bergman spaces. It is no more true in higher rank.
Indeed, recall that the condition v > % — 1 for Bergman spaces A? is im-

posed so that the weight A¥~7 (y)dxdy is locally integrable near the topological
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boundary of Tg. We know that A2 = {0} when v < 2 —1. Also, by the Paley-
Wiener Theorem we see that the Hardy space in T ‘should correspond to the
value of the parameter v = 0. It is natural to ask what it is limit space ap-
pearing when we let v — 2 — 1% (compare with the 1-dimensional case in
the last paragraph of §1.7). The surprising answer was found by M. Vergne
and H. Rossi in the case p = 2 (see [11, p. 270]). Namely, we obtain a new

holomorphic function space with a norm of Hardy type

HY = {F € H(Tqa) |sup/89/n|F r+1(y+1))Pdedu(t) < oo},

yeQ
where 1 is a measure supported in the boundary of the cone. For the light-cone

A, such measure is explicitly given by:
!

Wt = [ T FE CR,

In general, the measure p is a particular case of the so-called positive Riesz
distributions, and is obtained as the distributional limit:

dult) = lim (v =2+ 1) A () xalt) de

For more information about such Hardy-type spaces, see [14].
Let us mention that, for these new spaces, the behavior of the projector is
completely unknown.
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