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Abstract

The main purpose of the present study is to investigate how electronegative plasmas pa-
rameters namely, the negative ions concentration ratio (α) and the electron-to-negative
ions temperature ratio (σn) modify the ion acoustic structures. We study the ion acoustic
waves in an unmagnetized electronegative plasma made of Boltzmann electrons, Boltz-
mann negative ions and cold mobile positive ions. In one dimensional analysis, the
reductive perturbation method is used to reduce the dynamics of the whole system to a
cubic nonlinear Schrödinger equation, whose the nonlinear and dispersion coefficients, P
and Q, are function of the negative ion parameters. The study of MI is used to show the
correlation between the parametric analysis and the formation of modulated solitons ob-
tained here as bright envelopes and kink-wave solitons. Furthermore, weakly relativistic
ion acoustic waves are investigated in an electronegative plasma. Analytical solutions, in
the form of rogue waves, are thereafter presented and their response to plasma parame-
ters changes is discussed. In two dimensional investigation, the governing hydrodynamic
equations are reduced to a Davey-Stewartson system, which is used to study the MI of
ion acoustic waves along with the effect of plasma parameters. Numerically, parameters
from the instability regions give rise to series of dromion solitons under the activation
of modulational instability. The sensitivity of the numerical solutions to plasma param-
eters is discussed. Some exact solutions in the form of one- and two-dromion solutions
are derived and their response to the effect of varying (α) and (σn) is discussed as well.
In three-dimensional electronegative plasma model, modulated ion-acoustic waves are
investigated via the activation of the modulational instability in the Davey-Stewartson
equations. The contributions of the modulation angle and electronegative plasma pa-
rameters are discussed to that effect, including some particular cases such as the parallel
and transverse modulations. Otherwise, the dynamics of coupled ion acoustic waves is
introduced. Using the reductive perturbation technic, it is showed that the system can
fully be described using a set of two coupled Schrödinger equations.

Keywords: Electronegative plasma; Ion-acoustic waves; Envelope solitons; Modula-
tional insta1ibility; Rogue waves; Dromion; Relativistic plasma. Coupled excitation.
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Résumé

Ce travail vise à examiner comment les paramètres électronégatifs du plasma telsque le
taux de concentration des ions négatifs et le rapport de température électron-ions négat-
ifs modifient les structures ioniques acoustiques. Nous avons étudié les ondes ioniques
acoustiques dans un plasma électronégatif non magnétisé, constitué des électrons de
Boltzman, des ions négatifs de Boltzman et des ions positifs froids et mobiles. La méth-
ode de perturbation réductive est employée pour transformer les équations de base du
modèle soit en une équation de Schrödinger Nonlinéaire Cubique à une dimension, soit
au système de Davey-Stewartson à deux ou à trois dimensions. L’étude de l’instabilité
modulationnelle est utilisée pour démontrer la corrélation entre les paramètres du milieu
et la formation des solitons modulés obtenus telsque le bright et le kink en dimension
un et les dromions en dimension deux. De plus, nous avons investigué sur les ondes ion-
iques acoustiques faiblement relativistes dans les plasmas électronégatifs. Des solutions
analytiques sous forme de rogues waves (ondes scélérates ; vagues) sont alors présentées
et leurs dépendances vis-à-vis des paramètres du système sont discutées. En dimen-
sion trois, les ondes ioniques acoustiques modulées sont étudiées à travers l’activation
de l’instabilité modulationnelle dans l’équation de Davey-Stewartson. Dans ce cas, la
contribution de l’angle de modulation (θ) et celle des paramètres électronégatifs ont été
mises en exergue. Les cas particuliers comme la modulation transversale ou la modu-
lation longitudinale ont été discutés. Par ailleurs, nous avons étudié la dynamique des
ondes ioniques acoustiques couplées dans les plasmas électronégatifs. La technique de
perturbation réductive a été employée pour montrer que la dynamique du système peut
être pleinement décrite par un système couplé de deux équations de Schrödinger Non-
linéaires.

Mots clés: Plasma Electronégatif ; Ondes ioniques acoustiques; Solitons envelopes ;
Instabilité modulationnelle; Ondes scélérates ; Dromion; Plasma relativiste. Excitation
Couplée.
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General introduction

Plasmas are usually composed of negative ions, positive ions and electrons. In the
presence of a significant number of negative ions, they are qualified as ENPs. The
presence of negative ions in a plasma modifies its basic nature and importantly affects
wave propagation of various kinds as well as their characteristics. The charge neutrality
condition gets modified in that context, leading to the increase in the negative ion
density, while the number density of electrons decreases. This means that the shielding
effect produced by the electrons decreases and the behavior of the plasma consequently
changes.

0.1 Context of the thesis

Solitonic structures have long been an attractive topic in nonlinear physics, since they
arise in nonlinear optics [1], Bose-Einstein condensates [2], biophysics [3–6] and plasma
physics [7–9], just to cite a few. They are in general the result of the interplay between
nonlinear and dispersive effects, and can propagate over long distance, keeping their
shape and characteristics unchanged. In plasma physics, nonlinear excitations have been
intensively investigated as solutions of the NLS and the KdV equations [7,8,10–12]. For
example, it was reported by Mamun et al. [13,14] that negative ions in a plasma modify
the nonlinearity of the system and consequently affect the interplay between nonlinear
and dispersive effects which are the main condition for the emergence of IAWs. Also, it
was predicted that negative ions in such plasmas are in Boltzmann equilibrium [15,16],
and that was confirmed via some experiments by Ghim and Hershkowitz [17]. Latter,
Mamun et al. [19] recently paid attention to the existence of IAWs and DIA waves in an
ENP made of Boltzmann negative ions, Boltzmann electrons and cold mobile positive
ions. This was followed by the investigation on other aspects and characteristics of such

1



Departement of Physics Faculty of Sciences (UYI )

plasmas waves, related to their response to external magnetic fields, in one or more
dimension [13, 14], in the vicinity of the KdV equations obtained from the reductive
perturbation approximation.

More recently, experimental observations of Peregrine solitons in nonlinear optical
fibers [20,21], water tank experiment [22,23] and in plasmas [24,25] have opened a new
route to study their characteristics more deeply. Along the same line, IAWs are found to
be modulationally unstable when the plasma contains a critical number of negative ions
and described by the NLS equation. In fact, the MI of nonlinear excitations in plasmas
is a well-known phenomenon leading to energy localization, the main consequence being
the formation of bright envelope solitons. This means that, in the absence of instability,
dark solitons are the most probable excitations to emerge in such systems. MI therefore
originates from the fact that a small plane wave perturbation grows exponentially and
the resulting sidebands get amplified, to finally display trains of oscillations. In general,
the subsequent bright solitons are solutions of the NLS equation, which can be derived
from generic hydrodynamic plasma equations using appropriate expansion methods such
as the reductive perturbative method [26,27], the derivative expansion method [28], the
Kryslov-Bogoliubov method [29, 30], to name just a few. In more recent contributions,
particular attention has been paid to the multi-dimensional versions of such methods,
leading to more upgraded amplitude equations such as the DS equation and the multi-
dimensional NLS equation, with at least two space variables. Periodic solutions and MI
of the DS were proposed by Tajiri et al. [31]. Gill and co-workers [32] also studied 2D
envelope electron acoustic waves in the presence of Cairns non-thermal distribution of
hot electrons. Bedi and Gill [33] studied envelope electron acoustic waves subjected to
transverse perturbations, in the presence of κ−distributed hot electrons. In three di-
mensions, Carbonaro [34] derived DS equations from a plasma system consisting of cold
electrons, hot electrons and steady background of ions, and further supported the idea
of Kourakis and Shukla [35] that in higher dimensions the MI phenomenon is mostly
controlled by the modulation angle, leading to parallel, transverse and oblique modula-
tions. The concept is also introduced in the present work and applied to ENPs. Some
seminal works on two- and three-dimensional models include the ZK equation [36, 37],
the KP equation [38, 39] and DS equations [40, 41]. Duha et al. [14] studied IAWs in
magnetized dusty plasmas via the KP equation and showed that negative ion parame-
ters may importantly affect the characteristics and stability of IAWs. Bedi and Gill [33]
successfully derived the DS equation in a plasma in presence of kappa-distributed hot
electrons and established the strong relationship between the NLS equation and the DS
ones. They reinforced the idea of Nishinari et al. [26,27] that the DS system is a higher-
dimensional generalization of the NLS equation, since it includes transverse scale length
and dynamics in the transverse direction. More importantly, the latter might bring
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about additional nonlinear features compared to the NLS equation, and may support
very rich behaviors under the activation of multi-dimensional MI and the subsequent
plasma modes.

During the past thirty years, envelope solitons, generic solutions of the NLS equa-
tion, have been extensively studied. This because of their fundamental importance
in nonlinear physics. Due to their localization properties, breather solitons have been
used as models of RWs whose behaviors and characteristics are not yet fully unmasked,
mainly because they may appear suddenly, propagate within short times, destroy every-
thing on their way, and disappear without any trace [1, 2]. For instance, it has been
well-established that they may appear in physical systems as the consequence of the in-
terplay between nonlinear and dispersive effects, leading to the MI phenomenon [3−8].
Recently, interest in studying RWs has gone beyond oceanography and hydrodynamics
[9, 10] to reach some other areas related to optics and photonics [11−14], Bose-Einstein
condensation [15−17], biophysics [18−21], plasma physics [22, 23], just to name a few.
Particularly, IA super RWs were found in an ultracold neutral plasma in the presence
of ion-fluid and nonextensive electron distribution [24]. In the same direction, magne-
tosonic RWs, of first- and second-order, were investigated numerically in a magnetized
plasma [25]. The occurrence of fundamental and second-order RWs was also investi-
gated in a relativistically degenerate plasma using the NLS equation [23]. Comparison
between experimental and theoretical occurrence of RWs was proposed recently and ap-
plied to multicomponent plasmas with negative ions [26]. A comprehensive analysis by
El-Tantawy et al. [27] once more brought out the close relationship between the ex-
istence of ion-acoustic RWs and MI in ENPs in presence of Maxwellian negative ions,
where the dynamical behaviors of the AB, KM breather and super-RWs were compared.
Obviously, none of the above-cited works includes relativistic effects which should be
considered in the emergence of IAWs when the speed of a plasma particle approaches
that of light. IAWs in weakly relativistic plasmas were studied by Das et al. [39, 40],
via the KdV equation, and applied to both nonisothermal and and isothermal plasmas.
El-Labany [41] reported on the existence of modulated weakly relativistic IAWs in a col-
lisionless, unmagnetized, warm plasma with nonthermal electrons using a NLS equation.
The later was also derived recently by Abdikian [42], in three dimensions, to study the
emergence of IAWs, under the activation of MI, in a magnetoplasma with pressure of
relativistic electrons. Further confirmation was given on the effect of relativistic param-
eter to bring about new instability and dynamical regimes in the generation mechanism
of modulated IAWs via MI.
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0.2 Problematic and objectives of the thesis

A limited number of contributions have been devoted to nonlinear excitations in ENPs [86–
90], and most of the works, to the best of our knowledge, have been limited to one-
dimensional plasma systems. Some seminal works on two- and three-dimensional models
include the ZK equation [36,37], the KP equation [38,39] and DS equations [40,41]. Duha
et al. [14] studied IAWs in magnetized dusty plasmas via the KP equation and showed
that negative ion parameters may importantly affect the characteristics and stability of
IAWs. Moreover, none of the above-cited works includes relativistic effects which should
be considered in the emergence of IAWs when the speed of a plasma particle approaches
that of light. The nonlinear behaviors of plasma waves may be importantly modified by
relativistic effects and lead to fascinating spectra of results, exploitable in the labora-
tory and in the space. Otherwise, the different studies conducted on the emergence and
stability of solitary waves in electronegative plasmas, do not highlight the wave-wave
interactions. And yet in any dispersive medium, several waves of the same or differ-
ent nature, can spread and their interactions are inevitable. In this work, we mean to
address comprehensively the response of such waves to the effects of the negative ion
parameters, especially the negative ion concentration ratio and the electron-to negative
ion temperature ratio in non-relativistic and relativistic ENPs as well as in one or mul-
tidimensional situations. We also analyze the impact of those parameters on the MI
activation and the emergence and propagation of the wave-wave interaction in ENPs.

0.3 Outlines of the thesis

This thesis is divided into the following three chapters:

• In chapter one, we review some theoretical aspects of plasmas and ENPs. We also
present, the historical background on plasmas and highlight some of their useful
properties and characteristics. Finally, we present the plasmas fluid description
that will be the starting-point for studying plasmas dynamics.

• In chapter two, we present the different mathematical models developed in this
thesis to understand the ENPs dynamics. Specifically, we first show how to reduce
the system to its amplitude equations using the reductive perturbation method.
Then, we present some analysis methods like the general theory of MI and the
Hirota bilinear scheme.

• Chapter three is dedicated to the presentation of the main results of this thesis.
We mean to address comprehensively in one, two and three-dimensional cases,
the response of IA waves to the effects of the negative ion parameters, especially
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the negative ion concentration ratio and the electron-to -negative ion temperature
ratio. We also show that under certain conditions, new classes of waves like bright
and dark envelope soliton, one- and two-dromions solitons and rogue waves may
emerge with complex profiles and characteristics.

The thesis ends with a general conclusion including the summary of the main results,
some open problems and future orientations.
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CHAPTER 1

Litterature review

1.1 Introduction

The three states of the matter solid, liquid and gas, are well known. However, plasma is
increasingly being presented as a forth state of the matter. The nature and composition
of plasma allow it to exhibit complex and interesting behaviors. The analysis of plasma
properties not only helps to explain some natural phenomena, but also to set devices
and some industrial processes. In this chapter, we stand out the literature reviews on
plasmas theory. Some useful properties on plasmas like Debye length, temperature,
and so on, are presented. Space plasma, plasma production and applications are also
introduced here. Finally, we discuss the plasma fluid models with emphasis in ENPs.

1.2 Basics of plasmas

1.2.1 History of plasmas

The word plasma comes from Ancient Greek πλασµα, meaning moldable substance [49],
and describes the behavior of the ionized atomic nuclei and the electrons within the
surrounding region of the plasma. Very simply, each of these nuclei is suspended in a
movable sea of electrons. Plasma was first identified in a Crookes tube, and so described
by Sir William Crookes in 1879. The nature of this matter was subsequently identified by
British physicist Sir J.J. Thomson in 1897 [52]. The term plasma was coined by Irving
Langmuir in 1928 [50]. Lewi Tonks and Harold Mott-Smith, both of whom worked
with Irving Langmuir in the 1920s, recall that Langmuir first used the word plasma in
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analogy with blood. Mott-Smith recalls, in particular, that the transport of electrons
from thermionic filaments reminded Langmuir of the way blood plasma carries red and
white corpuscles and germs [51]. Langmuir described the plasma he observed as follows:
Except near the electrodes, where there are sheaths containing very few electrons, the
ionized gas contains ions and electrons in about equal numbers so that the resultant space
charge is very small. We shall use the name plasma to describe this region containing
balanced charges of ions and electrons [50].

1.2.2 Plasma as the fourth state of the matter

It is common that matter appears in three states: solid, liquid, and gaseous. But in
recent years more attention has been directed to the properties of matter in a fourth
and unique state, which we call plasma. A plasma is consider as the fourth state of
matter. Plasma is typically an ionized gas, but it is usually considered as a distinct
state of matter in contrast to gases because of its particular properties. As we know
that the gases are ionized mediums, so we can say that the plasma is the state having
further ionisation than that of gases. A valuable definition is given by Chen 1984 as:
P lasma is a quasineutral gas of charged and neutral particles which exhibits collective
behavior [53]. It is the state of matter having one or both of positive and negative
ions as well as electrons. The ions are obtained when atoms or molecules undergo
ionization, while the overall charge on the species remains neutral. Plasma is so an
overall neutral medium that is composed of ions. But the presence of charged ions in
it shows that plasma is highly conducting in nature. The free electric charges make the
plasma electrically conductive so that it responds strongly to electromagnetic fields. In
fact, plasma is sometimes defined as a gas that is sufficiently ionized to exhibit plasma-
like behavior. When even a small fraction of gas undergoes ionization, it exhibits the
plasma-like behavior. Thus, fractionally ionized gases exhibit most of the interesting
phenomena characteristic of fully ionized gases. Plasmas also made from the neutral
gases by ionization process. In this case, it contains equal number of negative and
positive charge particles. This situation implies that the oppositely charged fluids are
strongly coupled, and tend to electrically neutralize one another on macroscopic length-
scales. Such plasmas are termed quasi-neutral, because small deviations from exact
neutrality have important dynamical consequences for certain types of plasma modes.
The property called "collective effects" in plasmas, differentiates plasma from ordinary
fluids and solids. This property, defined as that of the motion of charged ions, not only
depends upon local conditions, but also upon the nature or state of plasma. Due to the
long-range forces, each charged particle in the plasma interacts simultaneously with a
considerable number of other charged particles, resulting in important collective effects.
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1.2.3 Characteristics of plasmas

1.2.3.1 Quasi-neutrality and Debye length

When no external disturbance like an electron or ion is present, a plasma is macroscopi-
cally neutral. This means that under equilibrium conditions, with no external forces, in
a volume of the plasma sufficiently large to contain a large number of particles and yet
sufficiently small compared to the characteristic lengths for variation of macroscopic pa-
rameters such as density and temperature, the net resulting electric charge in a plasma is
zero. Therefore, the equilibrium charge neutrality condition in the case of three species
plasma reads

qini0 + qnnn0 − ene0 = 0, (1)

where ni0, nn0 and ne0 are respectively, the unperturbed number densities of positive
ions, negative ions and electrons. qi = Zie is the positive ions charge, qn = −Zne is the
negative ions charge and e is the magnitude of the electron charge. If a local potential
is imposed in the plasma, the opposite charged particles organize in order to confine the
electric field from leaking in to the plasma. The Debye length is an important physical
parameter for the description of a plasma [68]. It provides a measure of the distance
over which the influence of the electric field of an individual charged particle is felt by
the other charged particles inside the plasma. The charged particles arrange themselves
in such a way as to effectively shield any electrostatic fields within a distance of the
order of the Debye length. This shielding of electrostatic fields is a consequence of the
collective effects of the plasma particles. A Debye sphere is a volume whose radius is
the Debye length, in which there is a sphere of influence, and outside of which charges
are screened. In most types of plasma, quasi-neutrality is not just an ideal equilibrium
state, it is a state that the plasma actively tries to achieve by readjusting the local charge
distribution in response to a disturbance. Consider a hypothetical experiment in which
a positively charged ball is immersed in a plasma see Fig. 1 [53].

Figure 1: Debye shielding of charged spheres immersed in a plasma [53]
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Plasma Density Electron temperature Magnetic field Debye length
n(m3) T(K) B(T) λD(m)

Gas discharge 1016 104 - 10−4

Tokamak 1020 108 10 10−4

Ionosphere 1012 103 10−5 10−3

Magnetosphere 107 107 10−8 102

Solar core 1032 107 - 10−11

Solar wind 106 105 10−9 10
Interstellar medium 105 104 10−10 10
Intergalactic medium 1 106 - 105

Table 1: The table shows the number density, the electron temperature, the magnetic
field and the Debye length of some natural and artificial plasmas [55].

After some time, the ions in the ball’s vicinity will be repelled and the electrons will
be attracted, leading to an altered average charge density in this region. It turns out
that, the potential ϕ(r) of this ball after such a readjustment has taken place, can be
obtained from the solution of PoissonŠs equation.

∇2ϕ = − e

ε0

(ni − ne). (2)

Assuming Boltzmann distribution for the electrons (ne = n0 exp(eϕ/kTe) ) and for a
small change in the sheath potential (eϕ ≪ kTe ), such that the positive ion density
is fixed (ni = n0), the equation (2) after TaylorŠs expansion of exponent term and
neglecting all the higher order terms of ϕ gives

d2ϕ

dx2
=

e2n0

ϵ0kTe

ϕ, (3)

Where n0 is the plasma density far away from the charged conductor at potential ϕ0

and ϕ is the potential at a distance x from the conductor. The solution to this equation
can be written as

ϕ = ϕ0 exp

(
−|x|
λD

)
, (4)

Where the Debye length is defined as

λD =

(
ϵ0kTe

e2ne

)1/2

, (5)

Thus quasineutrality, which is the basic criterion for an ionized gas to be plasma, will
exist if the dimensions of the system are large compare to the Debye length. Also for
Debye shielding to be statistically valid there must be a large number of particles ND

in a Debye sphere.
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As mentioned before, the Debye length can also be regarded as a measure of the
distance over which fluctuating electric potentials may appear in a plasma, corresponding
to a conversion of the thermal particle kinetic energy into electrostatic potential energy.
When a boundary surface is introduced in a plasma, the perturbation produced extends
only up to a distance of the order of λD from the surface. In the neighborhood of
any surface inside the plasma there is a layer of width of the order of λD, known as
the plasma sheath, inside which the condition of macroscopic electrical neutrality may
not be satisfied. Beyond the plasma sheath region there is the plasma region, where
macroscopic neutrality is maintained. Generally, λD is very small. For example, in a gas
discharge, where typical values for T and ne are around 104K and 1016m−3, respectively,
we have λD = 10−4m. For the Earth’s ionosphere, typical values can be taken as
ne = 1012m−3 and T = 103K, yielding λD = 10−4m. In the interstellar plasma, on the
other hand, the Debye length can be several meters long as we can see in table 1. It
is convenient to define a Debye sphere as a sphere inside the plasma of radius equal to
λD. Any electrostatic fields originated outside a Debye sphere are effectively screened by
the charged particles and do not contribute significantly to the electric field existing at
its center. Consequently, each charge in the plasma interacts collectively only with the
charges that lie inside its Debye sphere, its effect on the other charges being effectively
negligible. The number of electrons ND, inside a Debye sphere, is given by

ND =
4

3
πλ3

Dne =
4

3
π

(
ϵ0kT

n
1/3
e e2

)3/2

(6)

The Debye shielding effect is a characteristic of all plasmas, although it does not occur in
every medium that contains charged particles. A necessary and obvious requirement for
the existence of a plasma is that the physical dimensions of the system be large compared
to λD. Otherwise there is just not sufficient space for the collective shielding effect to
take place, and the collection of charged particles will not exhibit plasma behavior. If L
is a characteristic dimension of the plasma, a first criterion for the definition of a plasma
is therefore

L ≫ λD (7)

Since the shielding effect is the result of the collective particle behavior inside a Debye
sphere, it is also necessary that the number of electrons inside a Debye sphere be very
large. A second criterion for the definition of a plasma is therefore

neλ
3
D ≫ 1 (8)

This means that the average distance between electrons, which is roughly given by n−1/3
e ,

must be very small compared to λD. The quantity defined by

g =
1

neλ3
D

(9)
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is known as the plasma parameter and the condition g ≪ is called the plasma approx-
imation [53]. This parameter is also a measure of the ratio of the mean interparticle
potential energy to the mean plasma kinetic energy. Note that the macroscopic neutral-
ity is sometimes considered as a third criterion for the existence of a plasma.

1.2.3.2 Plasma temperature

Plasma is a collection of many bodies with range of velocities in three dimensional phase-
space. When the density of particles in a velocity space is plotted against the velocity
ranging from −∞ to +∞, we get a peak at the centre which falls away from the centre
as described by a Maxwellian distribution [46]. The full width at half maximum of the
distribution determines the temperature of the species and is associated with the mean
velocity of the particles. The Maxwellian distribution of electrons is given by

f(v) = n
( m

2πkT

)3/2

exp

(
−mv

2

2kT

)
. (10)

In the above expression, m denotes mass of electron and T denotes the temperature of
the electron. The distribution function f(v) describes the number of particles (dn) in a
given velocity interval, dn = f(v)dv. This can be expressed in terms of energy and the
electron energy distribution function, f(E) is obtained from the velocity distribution
function as

f(E) = n

(
4E

π

)1/2

(kT )−3/2 exp

(
− E

kT

)
. (11)

One can obtain the average particle velocity, v̄ from the velocity distribution function
as

v̄ =

(
8kT

πm

)1/2

(12)

Te, Ti , T− are generally used to denote the temperature of electrons, positive ions and
negative ions. If plasma species fulfil the condition Tg = Ti = Te = Tex = Td = Tr where
Tg, Ti, Te, Tex, Td and Tr denote respectively to gas temperature, ion temperature,
electron temperature, excitation temperature, dissociation temperature, and radiation
temperature, then the plasma is said to be in thermal equilibrium. Complete thermal
equilibrium is very difficult to observe, however, under certain laboratory conditions
local thermal equilibrium can be achieved. If the ion temperature and gas temperature
is comparable with the electron temperature, the plasma is said to be in local thermal
equilibrium. Typically for low pressure plasmas, Te ≫ Ti ≈ Tg and therefore, the plasma
is said to be in non-thermal equilibrium.

1.2.3.3 Plasma frequency

When the electrons in a quasineutral plasma are perturbed from their equilibrium po-
sitions, an electric field will be built in such a direction such that the resulting internal
Panguetna Chérif S. 11 Ph.D. Thesis
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space charge fields give rise to collective particle motions that tend to restore the orig-
inal charge neutrality. As the ions are massive compared to the electrons, they form
a uniform background. Due to inertia, the electrons will overshoot and oscillate about
their equilibrium positions with a characteristic frequency, which is known as plasma
frequency. Since these collective oscillations are high-frequency oscillations, the ions,
because of their heavy mass, are, to a certain extent, unable to follow the motion of the
electrons. On solving the basic fluid equations for a plasma with singly charged ions the
electron-plasma frequency ω is [54]

ωp =

(
ne2

ε0me

)2

, (13)

where me stands for the mass of an electron. For the properties of the plasma to be
determined by electromagnetic rather than hydrodynamic collision, the plasma frequency
must be large compared to the ordinary collision frequency.

1.2.3.4 Particle interactions and collective effects

The properties of a plasma are markedly dependent upon the particle interactions. The
existence of collective effects is one of the basic features that distinguish the behavior of
plasmas from that of ordinary fluids and solids. Due to the long range of electromagnetic
forces, each charged particle in the plasma interacts simultaneously with a considerable
number of other charged particles, resulting in important collective effects that are re-
sponsible for the wealth of physical phenomena that take place in a plasma [53]. The
particle dynamics in a plasma is governed by the internal fields due to the nature and
motion of the particles themselves, and by externally applied fields. The basic particle
interactions are electromagnetic in character. Quantum effects are negligible, except for
some cases of close collisions. In a plasma, we must distinguish between charge-charge
and charge-neutral interactions. A charged particle is surrounded by an electric field
and interacts with the other charged particles according to the coulomb force law, with
its dependence on the inverse of the square of the separation distance. Furthermore, a
magnetic field is associated with a moving charged particle, which also produces a force
on other moving charges. The charged and neutral particles interact through electric po-
larization fields produced by distortion of the neutral particle’s electronic cloud during a
close passage of the charged particle. The field associated with neutral particles involves
short-range forces, such that their interaction is effective only for interatomic distances
sufficiently small to perturb the orbital electrons. It is appreciable when the distance
between the centers of the interacting particles is of the order of their diameter, but
nearly zero when they are farther apart. Its characteristics can be adequately described
only by quantum-mechanical considerations. In many cases this interaction involves per-
manent or induced electric dipole moments. A distinction can be made between weakly
ionized and strongly ionized plasmas in terms of the nature of the particle interactions.
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In a weakly ionized plasma the charge-neutral interactions dominate over the multiple
coulomb interactions. When the degree of ionization is such that the multiple coulomb
interactions become dominant, the plasma is considered strongly ionized. As the degree
of ionization increases, the coulomb interactions become increasingly important so that
in a fully ionized plasma all particles are subjected to the multiple coulomb interactions.

1.2.3.5 Collisions in plasmas

Collisions between charged particles in a plasma differ fundamentally from those between
molecules in a neutral gas because of the long-range character of the Coulomb force. In
fact, binary collision processes can only be defined for weakly coupled plasmas. However,
that binary collisions in weakly coupled plasmas are still modified by collective effects.
Nevertheless, for large Λ, where Λ is the typical number of particles contained in a Debye
sphere, we can speak of binary collisions, and therefore of a collision frequency, denoted
by νss′ [54]. Here, νss′ measures the rate at which particles of species s are scattered by
those of species s′. When specifying only a single subscript, one is generally referring
to the total collision rate for that specie, including impacts with all other species. Very
roughly,

νs ≃
∑

s′

νss′ . (14)

The species designations are generally important. For instance, the relatively small
electron mass implies that for unit ionic charge and comparable species temperatures,
we have

νe ∼
(
mi

me

)1/2

νi. (15)

Furthermore, the collision frequency ν measures the frequency with which a particle
trajectory undergoes a major angular change due to Coulomb interactions with other
particles. Coulomb collisions are, in fact, predominately small-angle scattering events, so
the collision frequency is not the inverse of the typical time between collisions. Instead,
it is the inverse of the typical time needed for enough collisions to occur that the particle
trajectory is deviated through 90◦. For this reason, the collision frequency is sometimes
termed the 90◦-scattering rate. It is conventional to define the mean-free-path

λmfp ≡ vt/ν. (16)

Clearly, the mean-free-path measures the typical distance a particle travels between
collisions (i.e., scattering events). A collision-dominated, or collisional plasma is one in
which

λmfp ≪ L, (17)
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where L is the observation length-scale. The opposite limit of large mean-free-path is said
to correspond to a collisionless plasma. Collisions greatly simplify plasma behaviors by
driving the system towards statistical equilibrium, characterized by Maxwell-Boltzmann
distribution functions. Furthermore, short mean-free-paths generally ensure that plasma
transport is local (i.e., diffusive) in nature, which is a considerable simplification. The
typical magnitude of the collision frequency is

ν ∼ ln Λ

Λ
ωp. (18)

Note that ν ≪ ωp in a weakly coupled plasma. It follows that collisions do not seriously
interfere with plasma oscillations in such systems. On the other hand, in a strongly
coupled plasma, ν ≫ ωp, whine suggests that collisions effectively prevent plasma oscil-
lations in such systems. This accords well with our basic picture of a strongly coupled
plasma as a system dominated by Coulomb interactions which does not exhibit conven-
tional plasma dynamics. It follows that

ν ∼ e4 ln Λ

4πϵ 2
0 m1/2

n

T 3/2
. (19)

Thus, diffuse, high temperature plasmas tend to be collisionless, whereas dense, low
temperature plasmas are more likely to be collisional. Note that whilst collisions are
crucial to the confinement and dynamics (e.g., sound waves) of neutral gases, they play a
far less important role in plasmas. In fact, in many plasmas the magnetic field effectively
plays the role that collisions play in a neutral gas. In such plasmas, charged particles are
constrained from moving perpendicular to the field by their small Larmor orbits, rather
than by collisions. Confinement along the field-lines is more difficult to achieve, unless
the field-lines form closed loops or closed surfaces. Thus, it makes sense to talk about
a collisionless plasma, whereas it makes little sense to talk about a collisionless neutral
gas. Note that many plasmas are collisionless to a very good approximation, especially
those encountered in astrophysics and space plasma physics contexts.

1.3 Types of plasmas

The production of an appropriate plasma in a laboratory usually needs the construction
of a fairly large apparatus. If one goes outside the earth, however, the plasma state
is the most abundant state of matter. Indeed, plasmic matter begins at about 50km

above the earth’s surface in the ionosphere. There are various types of plasmas in the
universe, ranging from very high density (n ∼ 1036/m3) inside a white dwarf to very low
density (n ∼ 106/m3) in interstellar space. Fig.(2) shows various plasmas as a function of
temperature and density. In this figure the various states are classified into four groups.
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Figure 2: Types of plasmas in a logarithmic temperature-density parameter space [55]

The very high temperature state where the electrons must be treated relativistically is
called relativistic plasma, whereas the very high density state where the electrons must
be treated as a quantum-mechanical degenerate Fermi gas is called degenerate plasma.
The remaining region is divided into classical plasma and neutral gas depending on
whether the plasma condition is satisfied or not. As it can be seen from this figure, the
neutral gas state is restricted to only a very narrow region. The classical plasma, specif-
ically, have been studied in relation to thermonuclear fusion research. In this region,
charged particle motion can be treated by nonrelativistic classical mechanics. However,
the plasmas relevant to inertial confinement fusion research are often at very high den-
sity and the electrons have to be treated quantum mechanically as a degenerate Fermi
gas [55]. Moreover, when a plasma is heated by an electromagnetic wave, for example,
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by electron cyclotron resonance heating, a fraction of the electrons are selectively heated
to a very high energy so that they do have to be treated relativistically. The relativis-
tic effect is certainly important for special problems. A typical discharge plasma in a
vacuum tube has an electron temperature which is much higher (Te ∼ 1eV ) than the
ion temperature (Tj ∼ 0.1eV ) and the degree of ionization in such a plasma is typically
103 − 105, which is between the value predicted by the Saha formula of the electron
temperature and that of the ion temperature [45]. A relatively highly ionized plasma at
low temperature (∼ 0.3eV ) and low density (∼ 1016/m3) can be produced by contact
ionization of an alkali beam, by using a device called the Q-machine. Such a low density,
low temperature plasma is useful for studying the basic properties of wave propagation
in a plasma. Various methods for producing laboratory plasmas are described in [46]. In
a low ionization plasma, various atomic processes, such as ionization and recombination,
excitation and radiation, play important roles in determining its properties. These pro-
cesses are also important in fusion plasmas, particularly in connection with spectroscopic
diagnostics of plasmas. These problems are described in [47,48].

1.4 Space plasmas

1.4.1 Solar corona and solar wind

The sun (Fig. 3.), as well as most stars, is made of plasma.

Figure 3: The Sun is a plasma

www.sciencelern.org.nz
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In fact, space is dominated by plasma since 99 percent of matter in the universe is
plasma. It consists mainly 71 percent (by mass) of hydrogen and 27 percent(by mass) of
helium. Due to the very high temperatures found within the sun, these elements exist
not in the gaseous state but as plasma. The sun emits a vast amounts of energy due
to the thermonuclear fusion reactions occurring within the core that convert hydrogen
nuclei into helium nuclei. The energy output from this reaction has been estimated to
3.86 × 1023kJ per second. Otherwise, the outer atmosphere of the Sun is known as the
corona. Temperatures within this region are extremely high, giving some of the charged
particles present sufficient energy to escape from the strong gravitational pull of the Sun.
This stream of charged particles emanating from the Sun in all directions at speeds of
about 400km/s is called the solar wind (Fig. 4).

Figure 4: The solar wind plasma and magnetosphere

www.sciencelern.org.nz

It is a rapidly moving plasma that pushes out the edge of the solar system. The solar
wind is not uniform. Although it is always directed away from the sun, its intensity
and speed are dependent on the activity of the sun. For example, major solar eruptions
known as coronal mass ejections (CMEs) can increase the plasma density and speed of
the solar wind. This can impact on the Earth’s magnetic field, causing increased auroral
activity and, in extreme cases, geomagnetic storms that can disrupt communication
systems and cause power surges on electrical transmission grids.
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1.4.2 Ionosphere

In the uppermost region of the Earth’s atmosphere, the intense incoming solar radiation
causes the ionization of gaseous atoms. Ionization is the process in which neutral atoms
or molecules gain or lose electrons to become electrically charged. This creates a mix of
neutral atoms, electrons and ions called plasma.
The term ionosphere is used to describe this region of near-Earth space that extends
mostly within the altitude range of 85−600km. On descending through the ionosphere,
the more energetic solar radiation is absorbed, resulting in a drop-off in the degree of
ionization. In addition, the ratio of plasma/gas mix changes until, at an altitude of
about 50km, only gas exists.
Various regions within the ionosphere based on electron density have been described.
As one can see in Fig. 5., these vary from daytime to night-time and play a key role in
absorbing harmful radiation from the sun and outer space. In addition, the ionosphere
influences radio wave propagation.

Figure 5: The layers of the ionosphere

www.sciencelern.org.nz

It can be used to bounce certain types of radio wave signals down to the ground, allowing
for communication over very large distances.
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1.4.3 Auroras

An aurora is a luminous glow in the E-region of the ionosphere seen mainly in high
latitudes close to the poles. They are visual reminders of the solar wind: the more
intense the solar wind, the more spectacular the aurora’s display of colored lights.

Auroras are caused by high-energy charged particles from the solar wind becoming
trapped in the Earth’s magnetic field. As these particles spiral back and forth along
the magnetic field lines, they come down into the ionosphere near the North and South
Magnetic Poles, where the magnetic field lines disappear into the body of the Earth.

As these high-energy charged particles collide with oxygen and nitrogen atoms in
the ionosphere, they excite them to higher energy levels. On returning to their normal
resting levels, the atoms emit the energy gained in the form of visible light. It is this
light in shades of green and red that we see in the aurora. In the northern hemisphere,
we see the Aurora Borealis, and in the southern hemisphere, we see the Aurora Australis.

1.4.4 Magnetosphere

The magnetosphere is the region that surrounds a planet and the magnetic field of that
planet, in which charged particles are trapped and controlled by that planet’s magnetic
field, rather than the solar magnetic field. More specifically, the Earth’s magnetosphere
is the region of space where the Earth’s magnetic field is confined by the solar wind
plasma, blowing outward from the sun. The magnetosphere prevents most of the par-
ticles from the sun, carried by solar wind, from hitting the Earth. This asymmetrical
region surrounds Earth, extending from about one hundred to several thousand kilome-
ters above the surface.

Because the Earth is made of magnetic elements such as Iron, Nickel, and Cobalt, the
Earth acts as an extremely large magnet which attracts these charged particles among
other things. In concurrence with that, as the Earth rotates, its hot core generates
strong electric currents that produce the magnetic field. The sun and other planets have
magnetospheres, but the Earth has the strongest one of all the rocky planets.

Like all magnets, the Earth also has both a North and South Poles. The Earth’s
north and south magnetic poles reverse at irregular intervals of hundreds of thousands
of years. In addition, the poles wander over shorter periods of time (hundreds of years).

As the Sun’s corona continuously emits plasma into the solar system, the solar wind
that carries it distorts the shape of the magnetosphere by compressing it at the front
and causing a long tail to form on the side away from the Sun; this long tail is called
the magnetotail.

Although the magnetosphere blocks most of the plasma, some particles from the
solar wind can enter the magnetosphere. The particles that enter from the magnetotail
travel toward the Earth and create an aurora.
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1.4.5 Plasmas outside the solar system

A great variety of natural plasmas exist beyond the solar system in stars, interstellar
space, galaxies, intergalactic space, and far beyond to systems quite unknown before the
start of astronomy from space vehicles. There is a variety of phenomena of great cos-
mological and astrophysical significance, including interstellar shock waves from remote
supernova explosions, rapid variations of x-ray fluxes from neutron stars with densi-
ties like that of atomic nuclei, pulsating radio stars or pulsars (which are theoretically
pictured as rapidly rotating neutron stars with plasmas emitting synchrotron radiation
from the surface), and the plasma phenomena around the remarkable black holes (which
are considered to be singular regions of space into which matter has collapsed, possess-
ing such a powerful gravitational field that nothing, whether material objects or even
light itself, can escape from them). The behavior of plasmas in the universe involves
the interaction between plasmas and magnetic fields. The crab nebula, for example, is a
rich source of plasma phenomena because it contains a magnetic field. The widespread
existence of magnetic fields in the universe has been demonstrated by independent mea-
surements, and a wide range of field magnitudes has been found, varying from 10−9teslas

in interstellar space to 1tesla on the surface of magnetic variable stars.

1.5 Industrial Plasmas

1.5.1 Plasma Production

In order to convert a gas into a plasma state, it is necessary to tear away at least some of
the electrons from the atoms, thereby converting these atoms into ions. This detachment
of electrons from atoms is called ionization. A plasma is not usually made simply by
heating up a container of gas. The problem is that for the most part, a container
cannot be as hot as a plasma needs to be in order to be ionized, or the container itself
would vaporize and become plasma as well. Plasmas can also be generated by ionization
processes that raise the degree of ionization much above its thermal equilibrium value.
There are many different methods of creating plasmas in the laboratory and, depending
on the method, the plasma may have a high or low density, high or low temperature,
it may be steady or transient, stable or unstable, and so on. In what follows, a brief
description is presented of the most commonly known processes of photoionization and
electric discharge in gases.

In nature and in the laboratory, ionization can occur in several ways: through colli-
sions of fast particles with atoms; through photoionization by electromagnetic radiation;
or via electrical breakdown in strong electric fields. The latter two are examples of field
ionization, which is the mechanism most relevant to the plasma accelerator context.
Typically, in the laboratory, a small amount of gas is heated and ionized by driving an
electric current through it, or by shining radio waves into it. Either the thermal capac-
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ity of the container is used to keep it from getting hot enough to melt during a short
heating pulse, or the container is actively cooled for longer-pulse operation. Generally,
these means of plasma formation give energy to free electrons in the plasma directly,
and then electron-atom collisions liberate more electrons, and the process cascades until
the desired degree of ionization is achieved.

Attempts to use radiation ionization in technology have not been very successful,
because typical densities are such that the inverse process of recombination of electrons
with ions proceeds very rapidly and leads to a condition of equilibrium. The most
widely used method in the laboratory and in technology for obtaining a plasma is the
electrical gas discharge. In nature, an example of this phenomenon is seen in lightning:
In technology, typical examples would be electric sparks, electric arcs, gaseous flash
lamps, and other gas discharge devices. Ionization is a discharge that depends on the
production of an electron avalanche.

In addition to these basic methods for producing plasmas, there are many others of
less importance. For example, in the search for ways to produce a thermonuclear plasma,
work is being carried out on injection: ions acquire large velocities in an accelerator
and are injected into a magnetic trap; electrons are attracted to the ions from the
surrounding medium and together they form a hot plasma. An unusual method for
separating electrons from atoms is the phenomenon of pressure ionization. At very
high densities, all materials enter into the degenerate state in which the electrons are
squeezed out of their high energy levels. If the energy of these levels (the so-called
Fermi energy) exceeds the ionization energy, then the electron shells are broken and
the electrons are detached from the atoms. This phenomenon can occur in ultra-dense
stars, white dwarfs, and the interior of large hydrogen planets and, according to some
authorities, even in the core of the earth. In experiments on compression of matter by
converging shock waves an electrical conductivity is observed which can be explained
by pressure ionization. However, the necessary densities are so high that the material
becomes more like a metal than a plasma.

1.5.2 Some applications of plasmas

There are all sorts of uses for plasmas. To give one example, if we want to make a short-
wavelength laser, we need to generate a population inversion in highly excited atomic
states. Generally, gas lasers are pumped into their lasing states by driving an electric
current through the gas, and using electron-atom collisions to excite the atoms. X-ray
lasers depend on collisional excitations of more energetic states of partially ionized atoms
in a plasma. Sometimes a magnetic field is used to hold the plasma particles together
long enough to create the highly ionized states. A whole field of plasma chemistry
exists where the chemical processes that can be accessed through highly excited atomic
states are exploited. Plasma etching and deposition in semiconductor technology is a
very important related enterprise. Plasmas used for these purposes are sometimes called
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process plasmas. Perhaps the most exciting application of plasmas is the production of
power from thermonuclear fusion. Nuclear fusion is the process of recombining nuclei
to form different nuclei and release vast amounts of energy. This is the process that
powers the sun. If we can harness it, nuclear fusion has the potential to provide us with
nearly limitless amounts of clean energy. There are three conditions necessary for nuclear
fusion: high temperatures (to about 107K), high density, and prolonged stability. The
high temperature requirement places us in the regime of plasmas. While experiments
have attained these high temperatures, the primary difficulty is in achieving a sufficiently
high combination of density and stability. A deuterium ion and a tritium ion which
collide with energy in the range of tens of keV have a significant probability of fusing,
and producing an alpha particle and a neutron, with 17.6MeV of excess energy [56]. A
promising way to access this energy is to produce a plasma with a density in the range
1020/m−3 and average particle energies of tens of keV. This is not a simple requirement
to meet, since electrons within a fusion plasma travel at velocities of ∼ 108 m.s−1, while
a fusion device must have a characteristic size of ∼ 2 m, in order to be an economic
power source.

Plasma medicine is an emerging field that combines plasma physics, life sciences and
clinical medicine. It is being studied in disinfection, healing, and cancer [72]. Most of
the research is in vitro and in animal models. It uses ionized gas (physical plasma) for
medical uses or dental applications [57]. The plasma sources used for plasma medicine
are generally low temperature plasmas, and they generate ions, chemically reactive atoms
and molecules, and UV-photons. These plasma-generated active species are useful for
several bio-medical applications such as sterilization of implants and surgical instruments
as well as modifying biomaterial surface properties. Sensitive applications of plasma, like
subjecting human body or internal organs to plasma treatment for medical purposes, are
also possible. This possibility is being heavily investigated by research groups worldwide
under the highly-interdisciplinary research field called plasma medicine.

Plasma is also being used in many high technology industries. It is used in making
many microelectronic or electronic devices such as semiconductors. It can help make
features on chips for computers. Plasma is also used in making transmitters for mi-
crowaves or high temperature films. It can even be used in work with minerals such as
diamond, and in extracting economically valuable metals from rock.

1.6 Electronegative plasma concept

1.6.1 Electronegative plasmas description

Electronegative plasmas can be define as those formed in electron attaching gases and
having such a density of negative ions that they must be taken into account. By con-
trast the properties of conventional electropositive plasmas owe much to the large mass
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difference between the positive and negative charge carriers.
The self-consistent electric field acting in a plasma retards the most mobile charged

particles, which usually leads to a Boltzmann distribution of electrons. If negative ions
cross the discharge volume several times during their lifetime in the volume processes,
these particles also obey the Boltzmann distribution. It is demonstrated that this con-
dition is usually satisfied when the characteristic time of electron attachment is small
as compared to the time of ambipolar diffusion of the negative ions (ion diffusion at an
electron temperature). In the opposite case, the profiles of electrons and negative ions
are similar. An assumption that is frequently made in plasma physics is that when the
plasma is contained in a potential well that confines the negative particles, it accelerates
the positive ones so that the fluxes of particles of opposite sign are equal throughout the
volume all the way to the boundary wall. In the absence of negative ions, this gives rise
to the concept of ambipolar diffusion at higher pressure [58]. In situations where there
are a significant number of negative ions and the plasma is essentially collisionless, it is
permissible to set

ne = ne0 exp(ϕ), (20)

where ne is the electron density, ne0 the unperturbed density of electron and ϕ = eV
kTe

(where V is the electrostatic potential and Te the electron temperature) measured relative
to the potential at the center (k is Boltzmann’s constant and e the electronic charge)
and to set

nn = nn0 exp(σnϕ), (21)

where nn is the negative ion density and en σn = Te/Tn (where Tn is the negative-ion
temperature). This follows from their respective equations of motion to the walls under
the potential gradient.

1.6.2 The technological interest of electronegative plasmas

Electronegative plasmas have been used for decades in fundamental plasma physics stud-
ies and for various applications, including etching for micro-electronics, thermonuclear
fusion and more recently, spacecraft propulsion [59, 60]. These plasmas can be formed
using many different types of electrical discharges fed with electronegative gases (such as
H2, O2, CF4, SF6, Cl2, I2) [60,67]. For example Cl2 based discharges are found to be a
good source of etchant for platinum and aluminium [61]. The active chlorine atoms are
produced in the plasma by electron impact dissociation of chlorine molecule according
to the reaction 2e− +Cl2 → 2Cl−. Along with the formation of reactive species the elec-
tronegative gases also produces negative ions mainly through dissociative attachment.
The role of negative ions in plasmas is important as their presence in the discharge can
modify the Bohm speed that affects the positive ion flux at the substrate. With an abun-
dance of negative ions, the electron population may reduce significantly in the plasma.
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On the other hand, the effective temperature of the plasma may increase as low energy
electrons are lost via attachments with neutrals to form negative ions. The discharge
impedance also increases with the increase of negative ions. Very electronegative, or
ionŰion (also called pair-ion), plasmas where the ratio between the negative ion and
electron densities (referred to as the electronegativity) reaches values of a few thousand
or more, have potential use in the majority of the above-mentioned applications because
of the reduced impact of electrons on wall sheath formation, and similar responses of
the plasma to positive or negative voltage biases.

1.7 Waves in plasma

Plasma contains a wide variety of waves because of its fluid like behaviour and also
because of its long range interaction between the particles in it. Waves in plasmas can
be classified as electromagnetic or electrostatic according to whether or not there is an
oscillating magnetic field. Applying Faraday’s law of induction to plane waves, we find
k⃗ ∧ B⃗ = E⃗ equation implying that an electrostatic wave must be purely longitudinal.
An electromagnetic wave, in contrast, must have a transverse component, but may
also be partially longitudinal [62, 63]. It is well known that plasma is a dispersive
media. Again from the study of plasma oscillation it is obvious that plasma waves can
propagate in a dispersive media. So in plasma medium, plasma particles and waves
can coexist and they can interact with each other and the oscillation can occur. It is
also used in the communication technology. As the information between the human
beings is exchanged by the radio waves, so plasma has great applications in this field.
Waves are also important for large-scale processes in nature. These waves helped in the
propagation of light from sun to earth. The light waves present in the solar radiation
heat the earth, but effect of this heating is balanced by cooling due to emission of long
wavelength thermal wave radiation from the earth. Plasma waves are accelerating the
ionized particles to speeds above the escape velocity. In space plasma, the study of
plasma is dealing with the reorganization of basic properties of the plasma like effect of
magnetic field and density etc. It also involves the measurement of the characteristic
frequencies of the plasma to understand these basic properties. Strong interactions can
occur between these plasma waves because the charged in plasma respond to static
and oscillatory electromagnetic fields. These strong interactions are often referred as
instabilities. Langmuir waves named after the scientist Irving Langmuir are an example
of these plasma oscillations. These are the rapid oscillations of the electron density in
conducting media such as plasmas or metals. These plasma waves and instabilities are
sometimes important to study the energy evolution and flux of plasma in its magnetized
phase. These are also beneficial to predict the state of plasma and can also apply to other
plasma related phenomenon. The strong whistler mode waves in the magnetosphere of
a planet are one of the greater examples in this case. These waves have a deep effect
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on the motion of the electrons because these waves have phase velocities which nearly
match the motion of electrons around the magnetic field. In this case, the result can be
a scattering process which would dump electrons otherwise trapped in the Earth.s Van
Allen radiation belts into the atmosphere causing the aurora or northern lights.

1.7.1 Electromagnetic electron waves

In plasma physics, an electromagnetic electron wave is a wave in a plasma which has
a magnetic field component and electrons are the main particles that oscillate. In an
unmagnetized plasma, an electromagnetic electron wave is simply a light wave modified
by the plasma. In a magnetized plasma, there are two modes perpendicular to the field,
the O and X modes, and two modes parallel to the field, the R and L waves. These
are transverse in nature. In these waves the electric and magnetic field vectors are
perpendicular to each other and also perpendicular to the direction of propagation of
wave.

1.7.2 Electrostatic waves

Electrostatic waves are longitudinal waves produced in plasma. They occur due to
local perturbations of the electric neutrality, which accelerate charged particles in the
plasma’s neighbourhood, resulting in charge oscillations. These plasma oscillations can
be produced by a local pulse [64] due to a probe or a grid launcher excitation [65, 66].
Electrostatic waves are longitudinal waves produced in plasma. They occur due to
local perturbations of the electric neutrality, which accelerate charged particles in the
plasmaŠs neighbourhood, resulting in charge oscillations. These plasma oscillations can
be produced by a local pulse [64] due to a probe or a grid launcher excitation [65, 66].
Electrostatic waves are longitudinal and have no electric field component perpendicular
to the direction of propagation (k⃗ ∧ E⃗ = 0). Since, k⃗ is in direction of propagation, E⃗
and k⃗ are parallel. Thus, the magnetic field of the wave is zero.

1.7.3 Ion acoustic wave

In plasma physics, an ion acoustic wave is one type of longitudinal oscillation of the ions
and electrons in a plasma, much like acoustic waves traveling in neutral gas. However,
because the waves propagate through positively charged ions, ion acoustic waves can
interact with their electromagnetic fields, as well as simple collisions. In plasmas, ion
acoustic waves are frequently referred to as acoustic waves or even just sound waves.
These waves can propagate through collisionless medium while sound waves do not do
the same. This is the main difference between these two types of waves. A second
difference is that plasma also contains electrons which have their effect on the wave
dispersion equation. Electrons are very mobile due to their small size and mass so they
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quickly follow the ion motion trying to maintain the charge neutrality in the medium.
Motion of these electrons is due to a small electric field that are generated by the plasma
as a result of variations in the local ion density. Ion acoustic wave is the low frequency
plasma wave. Here, the electron and ion fluids must be considered together. According
to [65], the ordinary acoustic waves and ion acoustic waves can differentiate on the basis
of The electric field induced by a slight charge separation. The electron component of
the ion acoustic wave tends to propagate faster than the ion component. The electric
field retards the electron motion, forcing the two species to propagate together. They
commonly govern the evolution of number density, for instance due to pressure gradients,
on time scales longer than the frequency corresponding to the relevant length scale. Ion
acoustic waves can occur in an unmagnetized plasma or in a magnetized plasma parallel
to the magnetic field. For a single ion species plasma and in the long wavelength limit,
the waves are dispersionless (ω = vsk) with a speed given by

vs =

√
γeZkBTe + γikBTi

m
(22)

where kB is Boltzmann’s constant, M is the mass of the ion, Z is its charge, Te is the
temperature of the electrons and Ti is the temperature of the ions. Normally γe is taken
to be unity, on the grounds that the thermal conductivity of electrons is large enough
to keep them isothermal on the time scale of ion acoustic waves, and γi is taken to be
3, corresponding to one-dimensional motion. In collisionless plasmas, the electrons are
often much hotter than the ions, in which case the second term in the numerator can be
ignored.

1.7.4 Nonlinearity and waves structure

Nonlinear science is believed by many to be the most deeply important frontier for un-
derstanding nature since they are of great importance in the physical world. Nonlinear
waves are present in a large quantity around us. These involve the disasters like tidal
waves, explosions and sonic blasts. These problems are occurring due to the distur-
bances in our natural environment as well as with human activities. Due to which they
respond beyond their linear regions or limits. Inspite of these disadvantages, they are
very popular in many phenomena of physics. They have many applications in different
regions of physics like these waves are responsible for describing the plasma behaviour
and also help in energy transport in biological molecules. Nonlinear waves are also used
in art technology, communication technology and femtosecond pulsed lasers. Nonlinear-
ities cannot be ignored, when the amplitudes of the waves are sufficiently large. There
are many factors due to which the nonlinearities come into play. These comes from the
harmonic generation involving fluid advection, the nonlinear Lorentz force, trapping of
particles in the wave potential, ponderomotive force, solitary structures, shock waves,
vortices, double layers, etc. are the examples of nonlinearities in plasmas. These com-
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posed of the localized waves in plasma medium that leads to above structures. Study
of these structures is very important from both theoretical and experimental points of
view. The nonlinear structures take away the plasma from the thermodynamic equilib-
rium. These structures are either impulsively produced in laboratory and space plasmas
because of free energy sources or superficially launched in laboratory plasmas under
controlled conditions.

1.7.5 Solitary waves and solitons

Much type of nonlinear waves is seen in the space plasmas. A solitary wave is a hump
or dip shaped nonlinear wave of permanent profile. It forms due to the balance between
nonlinearity and the dispersion. Where they cancel the effect of each other and balanced
one another. The same has been done only in the case when the effect of dissipation is
negligible compared to those of the effects of nonlinearity and dispersion. While when
the dissipative effect is greater than or comparable to the dispersive effect then these
shock structures are encountered. Solitons are a specific type of solitary waves with the
remarkable feature that, when two (or more) of them collide, they do not scatter but
emerge with the same shape and velocity. The word soliton was coined by Zabusky
and Kruskal [158] to emphasize that a soliton is a localized entity which may keep its
identity after an interaction. In the absence of nonlinearity, dispersion can destroy a
solitary wave as the various components of the wave propagate at different velocities.
Introducing nonlinearity without dispersion again rules out the possibility of solitary
waves because the pulse energy is continuously injected into high frequency modes. But
with both dispersion and nonlinearity, solitary waves can again form. The history of
solitons is an interesting one [36], with solitons first being seen as water waves in canals
in England [69]. By studying the nature of waves, Russell claimed that the propagation
of isolated wave was a consequence of the property of the medium rather than the
circumstances of the wave generation. Since then, it took rather a long time to establish
that some special nonlinear wave equations admit solutions consisting of isolated wave
that can propagate and undergo collisions without losing their respective identities. The
first theoretical work describing solitons was done by Rayleigh in 1879, and in 1895,
Korteweg and de Vries [70] found the first equation describing a solitary wave [70](the
KdV equation). Special solution of the KdV equation leads to the solitary wave. It means
that the soliton wave becomes an important tool in the mathematical examination of
KdV equation. The concept of soliton has had a significant effect and consequences in
various branches of mathematics, physics, and engineering. This becomes possible only
after the discovery of the inverse scattering transform [71]. This discovery contributes
to exact solutions of nonlinear partial differential equations. In the last stage of the
20th century, soliton theory made its impact in industry also. When the term soliton
is mentioned in the history of science, numerical simulations played an important role.
Along with the inverse scattering transform, numerical simulations have been powerful
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tools to reveal the mysterious characteristics of solitons. Zabusky and Kruskal [158]
investigated a numerical study of KdV equation. They observed that a single solitary
wave behaves like a particle in its interaction with another one. They also observed that
under certain conditions any initial pulse can break up into a number of solitons which
can move in plasma with different phase velocities. Also the solitons interact with each
other and after the interaction they emerge out without any change in their shape and
velocity. Some important nonlinear equations which give rise to solitary waves in plasma
are KdV equation, modified KdV equation, Gardner equation, nonlinear Schrodinger
equation etc.

1.8 Theoretical description of plasma phenomena

For the theoretical description of plasma phenomena, there are basically four principal
approaches with several different choices of approximations, each of which applies to dif-
ferent circumstances. One useful approximation, known as particle orbit theory, consists
in studying the motion of each charged particle in the presence of specified electric and
magnetic fields. This approach is not really plasma theory, but rather the dynamics of
a charged particle in given fields. Nevertheless it is important, since it provides some
physical insight for a better understanding of the dynamic processes in plasmas. It has
proven to be useful for predicting the behavior of very low density plasmas, which is
determined primarily by the interaction of the particles with external fields. This is the
case, for example, of the highly rarefied plasmas of the Van Allen radiation belts and the
solar corona, as well as of cosmic rays, high energy accelerators, and cathode ray tubes.
Since a plasma consists of a very large number of interacting particles, in order to provide
a macroscopic description of plasma phenomena it is appropriate to adopt a statistical
approach. This implies a great reduction in the amount of information to be handled.
In the kinetic theory statistical description it is necessary to know only the distribution
function for the system of particles under consideration. The problem consists in solving
the appropriate kinetic equations that govern the evolution of the distribution function
in phase space. One example of differential kinetic equation is the Vlasov equation, in
which the interaction between the charged particles is described by smeared out internal
electromagnetic fields consistent with the distributions of electric charge density and
current density inside the plasma, and the effects of short-range correlations (close colli-
sions) are neglected. When collisions between the plasma particles are very frequent, so
that each species is able to maintain a local equilibrium distribution function, then each
species can be treated as a fluid described by a local density, local macroscopic velocity
and local temperature. In this case the plasma is treated as a mixture of two or more
interpenetrating fluids. This theory is called two-fluid or many-fluid theory, depending
on the number of different species considered. In addition to the usual electrodynamic
equations, there is a set of hydrodynamic equations expressing conservation of mass, of
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momentum, and of energy for each particle species in the plasma. Another approach con-
sists in treating the whole plasma as a single conducting fluid using lumped macroscopic
variables and their corresponding hydrodynamic conservation equations. This theory
is usually referred to as the one-fluid theory. An appropriately simplified form of this
theory, applicable to the study of very low frequency phenomena in highly conducting
fluids immersed in magnetic fields, is usually referred to as the magnetohydrodynamic
(MHD) approximation.

1.9 Fluid description of plasmas

The single particle approach gets to be horribly complicated to describe plasmas. Ba-
sically, one needs a more statistical approach because each particle cannot be followed
separately. Fortunately, this is not usually necessary because, surprisingly, most of
plasma phenomena observed in real experiments can be explained by a rather crude
fluid model, in which the identity of the individual particle is neglected, and only the
motion of fluid elements is taken into account. Of course, in the case of plasmas, the
fluid contains electrical charges.

1.9.1 The Concept of a Fluid Description

There is one essential difference between hydrodynamics and plasma fluid models. In
hydrodynamics, the molecules of the liquid are strongly coupled. This means that the
molecules are continuously colliding with their neighbors. A pair of particles will only
slowly drift apart by diffusion. Hence, it is meaningful to partition the liquid into
macroscopic fluid elements, which contain many molecules that stay close together for
a long time. These fluid elements move along streamlines of the flow pattern. In an
ideal plasma, however, the electrons and ions do not experience their nearest neighbors.
This means that Coulomb collisions are rare. Rather, the electrons and ions follow the
forces from the average electric and magnetic fields that are produced by many other
particles. Therefore, we can partition the plasma into small cells but this does not imply
that the particles will stay inside their cells for an extended time. The electrons and
ions will typically leave a cell of size l after a transit time Tt ≈ l/vth while particles
from neighboring cells enter this volume. Therefore, we can use these cells as a kind
of bank account to keep a gain and loss record of the total number of particles in such
a cell, or the total momentum, or the heat content. This approach gives us a kind of
hydrodynamic description, but the analogy to real liquids has its limitations. Depending
on the situation, we can arbitrarily choose a description with cells that are fixed in a
resting frame of reference, or we can transform to a moving frame of reference that
follows the mean flow velocity of the plasma.
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1.9.2 Continuity equation

The particle conservation equation is also called the continuity equation. In fact, the
motion of a fluid is described by a vector velocity field −→v (−→r ), the mean velocity of all
the individual particles which make up the fluid at −→r . In addition, the particle density
n(r) is required. We are here discussing the motion of fluid of a single type of particle
of mass m and charge q, so the charge and mass density are qn and mn, respectively.
The conservation equation of a one type particle thus reads:

∂n

∂t
+ div(n−→v ) = 0. (23)

1.9.3 momentum conservation equation

Several forces interact in plasmas, but three of these forces strongly determine their
behavior. It is the Lorentz force, the pressure gradient force and the collision effects.
First, each of the particles charged reacts to electric and magnetic fields by the Lorentz
force as:

qn(
−→
E + −→v × −→

B ), (24)

where
−→
E and

−→
B are respectively the electric and magnetic fields.

Next, in a gas, p = nkT is the force per unit area arising from thermal motions. The
surrounding fluid exerts this force on the element. The pressure gradient force is given
by

−→
F p = −

−−→
gradp

n
= −

−−→
grad(nkT )

n
. (25)

Finally, collisions between unlike particles do exchange momentum between the species.
Therefore, once we realize that any quasi-neutral plasma consists of at least two different
species (electrons and ions) and hence two different interpenetrating fluids, we may need
to account for another momentum loss (gain) term. The force due to collisions is

−→
F c = −m

∑

k,l

νkl(
−→v k − −→v l), (26)

where νkl denote to the collision frequency between species k and species l.
Hence, we can immediately generalize the momentum equation for species k to

mknk
dvk

dt
= mknk

[
∂vk

∂t
+ (−→v .−−→grad)−→v

]
= qknk(

−→
E+−→v ×−→

B )−−−→
gradp−mknkνkl(

−→v k−−→v l)

(27)
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1.9.4 Poisson equation

The poisson equation brings out the conservation of the electric charges in the plasma.
Lets consider for example a three-species ENP made by of positive ions, negative ions
and electrons. The electric field that exist in this plasma may obey Maxwell equations.
In this condition, one can write

div
−→
E =

ρ

ε0

, (28)

where
−→
E = −−−→

gradϕ and ρ =
∑
s

qsns = e(Z+n+ + Z−n− − ne). Here, Z− and Z+ are,

respectively, the atomic numbers of negative and positive species, n+ and n− are the
number densities of positive and negative species, e is the magnitude of the electron
charge and ϕ is the electric potential. Finally, the poisson equation reads

∆ϕ = − e

ε0

(Z+n+ + Z−n− − ne). (29)

1.10 Conclusion

In this chapter, we have reviewed some theoretical aspects of plasmas and ENPs. We
have also presented the historical background on plasmas. We have highlighted some
properties and characteristics of plasma which will be useful in this work. Finally, we
have presented, in a succinct but detailed way, the plasma fluid description that will be
the starting-point for studying plasmas dynamics. We intend to use this fluid model in
the next chapter to present different methods that we use in this work in the particular
case of cold ENPs.
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CHAPTER 2

Methodology

2.1 Introduction

During the last two decades, ion acoustic waves has long been intensively studied both
theoretically and experimentally. Several perturbation techniques are used to reduce the
fluid model equations to the amplitude equation in one or more dimensions. Depending
on the excitation modes, the problem of nonlinear waves propagating in plasmas can
be described by NLS, DS, KP, KdV, coupled NLSE equations etc., leading to envelope
or non-envelope soliton wave structures. These cited equations are derived from model
equations by techniques such as the multiple scale expansion method, the reductive
perturbation method and others asymptotic expansion [26, 27]. They have a central
importance in quantum mechanics. In addition, they arise in many physical problems,
including nonlinear water waves, ocean waves, plasma waves, and are of great importance
in development of soliton and inverse scatting transform theory [1-4]. Generally, these
equations are put into real forms, to obtain exact solutions, using some methods such as
Jacobi elliptic expantion, tanh-function, inverse scatting method, Hirota bilinear method
and so on. Direct methods as complex thanh-function method, complex-hyperbolic func-
tion method, complex ansatz method, complex Jacobi elliptic method and others [1,2,
20-30]. Otherwise, for envelope solitons, they have been found greatly interesting in
studying the MI of different wave modes in plasma, due to its importance in stable wave
propagation. In ENPs as we mentioned above, the presence of negative ions drasti-
cally changes the response of such waves to disturbances. Our aims in this work is to
analyse the effects of negative ions parameters, especially the electrons-to-negative ion
temperature ratio (σn) and the negative ion concentration ratio (α), in the formation,
propagation and stability of the solitary waves in electronegative plasmas. To achieve
these objectives, we should firstly employ some adapted methods among those indicated
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above, to reduce fluid equations into the amplitude equation. On the other hand, solu-
tions of amplitude equations and their stability analysis should be investigated by others
methods. In so doing, we present in the next section of this chapter the equations of
the model under our study. In the third section, we present the reductive perturbation
methods for one-, two- and three-dimensional analysis. The fourth section is devoted
to the multiple scale expansion technique. The method used for linear stability analysis
is presented in the fifth section for both one- and multidimensional analysis. Finally,
in section six, the hirota bilinear method, for finding one and two soliton solutions, is
exposed

2.2 Governing equations

We consider a three-species unmagnetized electronegative plasma system composed of
Maxwellian electrons and negative ions in addition to cold mobile positive ions [19,151,
157]. So, the usual ion-fluid equations governing the IAWs in 3D geometry is

∂ni

∂t
+ div(ni

−→v ) = 0, (30a)

∂−→v
∂t

+ (−→v .−−→grad)−→v = −−−→
gradϕ, (30b)

∆ϕ = µe expϕ+ µn expσnϕ− ni, (30c)

where ni is the number-density of positive ions, normalized by the unperturbed value ni0.
−→v = u−→ex +v−→ey +w−→ez with u, v and w, the velocity of charged dusts (with mass mi ) in x,
y and z directions, respectively. Overall charge neutrality at equilibrium is n(0)

i = n
(0)
e +

n
(0)
n . The variables appearing in Eqs.(30a)−(30c) have been appropriately normalized.

Thus, ni is normalized by the unperturbed ion density ni0. −→v is normalized by the
dust-acoustic (DA) speed c =

√
ZkBTe/mi with Te denoting the electron temperature,

kB the Boltzmann constant and Z the charged dust state, i.e., the number of electrons
per ions residing on the dust-grain surface. Also, ϕ is the electrostatic wave potential
normalized by kBTe/e, where e is the magnitude of the electron charge. The time and
space variables are normalized by the ion Debye length λD = (kBTe/4πe

2ni)
1/2 and

the ion plasma period ω−1 = (4πe2ni0/mi)
−1/2, respectively. Here, σn = Te/Tn is the

electrons-to-negative ion temperature ratio, µe = ne0/ni0 and µn = nn0/ni0, where ni0

, nn0 , and ne0, are the unperturbed densities of the positive ions, negative ions and
electrons, respectively. At equilibrium, the neutrality condition of the plasma reads
µe + µn = 1, where µe = ne0/ni0 = 1/(1 + α), with α = nn0/ne0 being the negative
ion concentration ratio. Using the power series expansion of the exponential function
around zero, the Eq.(30c) above becomes:

∂2ϕ

∂x2
+
∂2ϕ

∂y2
+
∂2ϕ

∂z2
= 1 + a1ϕ+ a2ϕ

2 + a3ϕ
3 − ni, (31)
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where,

a1 = µe + µnσn, a2 =
µe + µnσ

2
n

2
, a3 =

µe + µnσ
3
n

6
. (32)

Eqs.(30a), (30b) and (31) include nonlinear and dispersive terms whose effects can be
preserved by using the reductive perturbation expansion technique. To understand how
this technique applies to our system, we will successively conduct a one-dimensional,
then two-dimensional and finally three-dimensional study, with the aim of recovering
the equations governing the dynamics of modulated waves in ENPs.

2.3 The reductive perturbation method

2.3.1 One-dimensional analysis in non-relativistic plasma: deriva-
tion of the NLS equation

In the case of a one-dimensional plasma system, the Eqs.(30) above become:

∂ni

∂t
+
∂niui

∂x
= 0, (33a)

∂ui

∂t
+ ui

∂ui

∂x
+
∂ϕ

∂x
= 0, (33b)

∂2ϕ

∂2x
= 1 + a1ϕ+ a2ϕ

2 + a3ϕ
3 − ni, (33c)

with ui being the velocity of charged dusts (with mass mi ) in the x-direction. The
reductive perturbation method implies the introduction of the spatial and temporal
stretched variables ξ = ϵ(x − vgt) and τ = ϵ2t, where vg is the group velocity and ϵ,
a small parameter (about 10−3) that measures the strength of nonlinearity. To simplify
the reasoning, we choose the equilibrium position for which the potential is zero. The
dependent physical variables around their equilibrium values are expanded as




ni(x, t)

ui(x, t)

ϕ(x, t)


 =




1

0

0


+

∞∑

p=1

ϵp
+∞∑

l=−∞




n
(p)
l (ξ, τ)

u
(p)
l (ξ, τ)

ϕ
(p)
l (ξ, τ)


Al (n, t) . (34)

It is obvious that the above series contains all overtones Al(n, t) = exp[il(kx − Ωt)]

up to order p. These are due to nonlinear terms with the corresponding coefficients
being of maximum order ϵp, along with the relations

(
n

(p)
l

)∗
= n

(p)
−l ,
(
u

(p)
l

)∗
= u

(p)
−l , and

(
ϕ

(p)
l

)∗
= ϕ

(p)
−l , where ()∗ denotes the complex conjugate of the corresponding quantity.

Substituting (34) into (33a), (33b) and (33c), the first-order harmonics (ϵ1) are obtained
in the form

n
(1)
1 = (k2 + a1)ϕ

(1)
1 , and u

(1)
1 =

ω

k
(k2 + a1)ϕ

(1)
1 , (35)
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Figure 6: The angular wave frequency ω and the group velocity vg are plotted against
the wavenumber k in panels (a) and (b), respectively. The influence of the negative ion
concentration ratio α is studied in both cases for σn=17.5.

given that the dispersion relation

ω2 =
k2

k2 + a1

(36)

is satisfied. The later obviously depends on plasma parameters as shown in Fig. 6(a),
where it is plotted versus the wavenumber k for different values of the negative ion
concentration ratio α. The frequency here is found to be an increasing function of the
later. For the second order (ϵ2), with n = 2 and l = 0, we obtain

ϕ
(2)
0 = βϕ|ϕ(1)

1 |2, n
(2)
0 = βn|ϕ(1)

1 |2, and u
(2)
0 = βu|ϕ(1)

1 |2, (37)

with βϕ =
−2a2v2

g+(k2−3a1)

a1v2
g−1

, βn = a1βϕ +2a2, and βu = −2ω
(k2+a1)2

+ vgβn. At the same order,

for l = 1, solutions ϕ(2)
1 , n(2)

1 and u(2)
1 exist under the compatibility condition

vg = a1
ω3

k3
=

a1

(k2 + a1)3/2
, (38)

which is in fact the group velocity of the IAWs. As ω, vg is shown in Fig. 6(b) to
strongly depend on plasma parameters, especially α. Indeed, the presence of negative
ions in plasmas media reinforces the group volocity for small values the wave number k.
For l = 2, the components of the second harmonic mode are obtained as

ϕ
(2)
2 = αϕ(ϕ

(1)
1 )2, n

(2)
2 = αn(ϕ

(1)
1 )2, u

(2)
2 = αu(ϕ

(1)
1 )2, (39)
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where

αϕ =
(k2 + a1)

2

2k2
− a2

3k2
, αn = (a1 + 4k2)αϕ + a2, αu =

ω

k
(αn − (k2 + a1)

2).

By making use of all the previous steps, canceling the third-order equations, with n = 3

and l = 1, and letting ϕ(1)
1 = ψ, we finally get the NLS equation for IA envelope waves

in the form
j
∂ψ

∂τ
+ P

∂2ψ

∂ξ2
+Q|ψ|2ψ = 0, (40)

where the coefficients P and Q are given by:

Q =
ω3

2k2

[
−2k

ω
(k2 + a1)(αu + βu) − (k2 + a1)(αn + βn) + 2a2(αϕ + βϕ) − 3a3

]
,

P = −3a1ω
5

2k4
.

(41)

and j2 = −1.

P and Q are the dispersion and the nonlinear coefficients, respectively. In Figs. 7(a1)
and (a2), they are plotted versus k and α. In general P is negative, but Q is negative in
some intervals of k and the negative ion concentration ration α. This is explicitly shown
in Figs. 7(b1) and (b2), where the negative intervals of Q (versus k) depend on the value
of α. For small values of the later, there are two regions where Q < 0, i.e., k < kcr,1

and k > kcr,2, and one region where Q > 0, kcr,1 < k < kcr,2. The same calculations are
repeated in Figs. 8(a1)-(a2) and (b1)-(b2), where the effect of the electron-to-negative
ion temperature ratio σn is studied. Its effect is contrary to what is observed for α, i.e.,
increasing its value rather gives rise to two intervals where Q < 0 (see Fig. 8(b2)). It is
also obvious that Q is 103 times higher than P , which suggests that the appearance of
nonlinear waves will mostly depend on the sign of Q.

2.3.2 One-dimensional analysis in relativistic plasma

In its original formulation, the model for ENPs is composed of Maxwellian electrons and
negative ions, in addition to cold mobile positive ions [19,157]. In the presence of weak
relativistic effects, the dynamics of IAWs is governed by the following set of normalized
fluid equations:

∂ni

∂t
+
∂niui

∂x
= 0, (42a)

∂(γui)

∂t
+ ui

∂(γui)

∂x
+
∂ϕ

∂x
= 0, (42b)

∂2ϕ

∂x2
= µn expσnϕ+ µe expϕ− ni. (42c)
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Figure 7: Panels (aj)j=1,2 show plots of the parameters P and Q, along with their
product P × Q, versus the wavenumber k and the negative ion density ratio α. The
dispersion coefficient P is as a whole negative and the nonlinearity coefficient is positive
in some intervals, and higher than P . This gives interesting features from their product
which, depending on the value of alpha, admits one or two positive intervals. This
is clearly illustrated in panels (bj)j=1,2,3, where the parameters and their product are
plotted versus the wavenumber k. For α = 0.1, 0.2 and 0.3, Q has two negative intervals
and remains positive for kcr,1 < k < kcr,2. For higher values of α, Q is positive the
interval 0 < k < kcr,2. In panels (b3) then, one observes two regions where P × Q is
positive, and one region where it is negative, corresponding to regions where Q > 0. We
have fixed σn = 17.5.
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Figure 8: Panels (aj)j=1,2 show plots of the parameters P and Q, along with their
product P ×Q, versus the wavenumber k and the electron-to-negative ion temperature
ratio σ. The dispersion coefficient P remains negative for any k and σn. However, for
small values of σn, there is only one region where Q is negative. With increasing σn,
there are two intervals like in Fig.2. Equally, the product P ×Q, for small values of σn

has one positive interval for k, while two positive regions appear for σn ≥ 11.5. All the
panels have been plotted for α = 0.1.
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The relativistic character of the studied plasma system relies on the factor

γ =
1√

1 − α1u2
i

≃ 1 +
α1

2
u2

i , (43)

which is the result of Lorentz transformations. The parameter α1 incorporates the
relativistic effect, here manifested in terms of the plasma density, by the relationship
α1 = c2s/c

2. All the other parameters remain as described in Sec.(2.1). Using the power
series expansion of the exponential function around zero, Eq.(42c) above becomes

∂2ϕ

∂x2
= 1 + a1ϕ+ a2ϕ

2 + a3ϕ
3 − ni, (44)

where a1 = µe + µnσn, a2 = µe+µnσ2
n

2
, and a3 = µe+µnσ3

n

6
. Modulated IAWs appear in

physical systems as the consequence of the interplay between nonlinearity and dispersion.
The procedure employed in Sec.(2.3.1) remains validhere, along with the trial solution
of Eq.(34) for the dependant variables ni, ui and ϕ. Therefore, at (ϵ1)−order, we have
the set of equations

−jωn(1)
1 + jku

(1)
1 = 0, −jωu(1)

1 + jkϕ
(1)
1 = 0, (k2 + a1)ϕ

(1)
1 − n1

1 = 0, (45)

which is solvable under the condition that the dispersion relation ω2 = k2

k2+a1
be verified,

leading to the first harmonic of perturbation

n
(1)
1 =

k2

ω2
ϕ

(1)
1 , and v

(1)
1 =

k

ω
ϕ

(1)
1 . (46)

We process the same way to obtain the second-order terms, namely the amplitudes of
the second harmonics and constant terms as well as the non-vanishing contribution to
the first harmonics. We obtain the following equation for p = 2 and l = 0:

a1ϕ
(2)
0 − n

(2)
0 + 2a2|ϕ(1)

1 |2 = 0. (47)

The (p = 2, l = 1)-order provides the compatibility condition in term of group velocity,
vg = a1

ω3

k3 .
For l = 2, the components of the second harmonic mode n

(2)
2 , v(2)

2 , and ϕ
(2)
2 are

obtained in term of ϕ(1)
1 as

ϕ
(2)
2 = αϕ(ϕ

(1)
1 )2, n

(2)
2 = αn(ϕ

(1)
1 )2, v

(2)
2 = αv(ϕ

(1)
1 )2, (48)

with
αϕ =

k2

2ω2
− a2

3k2
, αn = (a1 + 4k2)αϕ + a2, αu =

ω

k
αn − k3

ω3
.

The zeroth harmonic mode also appears due to the self-interaction of the modulated
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carrier wave. Its expression cannot be completely found using the second-order. We will
have to consider the third-order equations. Therefore, the set of equations given by the
(l = 0)-components of the third-order part are given by

−vgn
(2)
0 + v

(2)
0 = −2k3

ω3
|ϕ(1)

1 |2, −vgu
(2)
0 + ϕ

(2)
0 = −k2

ω2
|ϕ(1)

1 |2, (49)

to which we have added Eq.(47) from (n = 2, l = 0). Along the same line, the following
second-order quantities in the zeroth harmonic are found

ϕ
(2)
0 = βϕ|ϕ(1)

1 |2, n
(2)
0 = βn|ϕ(1)

1 |2, v
(2)
0 = βv|ϕ(1)

1 |2, (50)

with

βϕ =
−2a2v

2
g + (k2 − 3a1)

a1v2
g − 1

, βn = a1βϕ + 2a2, βv =
−2ω

(k2 + a1)2
+ vgβn.

Finally, substituting the above derived expressions into the (n = 3, l = 1)-components,
we obtain the NLS equation

j
∂ψ

∂τ
+ P

∂2ψ

∂ξ2
+Q|ψ|2ψ = 0 (51)

for the slow evolution of the first-order amplitude of the plasma perturbation potential
ϕ

(1)
1 = ψ. P and Q are the dispersion and nonlinearity coefficients, respectively, whose

expressions are

Q =
ω3

2k2

[
3α1k

4

2ω2
− 2k

ω
(k2 + a1)(αu + βu) − (k2 + a1)(αn + βn) + 2a2(αϕ + βϕ) − 3a3

]
,

P = −3a1ω
5

2k4
.

(52)

The NLS equation is one of the most important equation which models nonlinear waves
in many physical situations. Despite the NLS equation support for spatially localized
envelope soliton such as the bright and dark-type solitons, there is a hierarchy of freak
(rational) solutions to the self-focusing NLS equation. These solutions represent exci-
tations due to the MI of plasma and known as the RWs [83, 150]. They have been
described as waves which appear from nowhere and disappear without a trace. There
is also an extensive literature studying various types of solitons on finite background
(SFB) consisting of a localized nonlinear structure evolving upon a nonzero background
plane wave. A general SFB solution of the NLS equation has been explicitly proposed
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in the form [81,97,112,139,155]

ψ(ξ, τ) =

√
2P

Q

{
(1 − 4a) cosh(2bPτ) +

√
2a cos(cξ) + i sinh(2bPτ)√

2a cos(cξ) − cosh(2bPτ)

}
exp(2iPτ). (53)

Here, the single governing parameter a determines the physical behaviour of the solution
through the function arguments b =

√
8a(1 − 2a) and c = 2π

L
= 2

√
1 − 2a, with L being

the periodicity length of the solution [97,112]. We should stress that the above solution
(185) can describe three different kinds of breather solutions, depending on the value
of a. The super RW solutions of the focusing NLS equation (51) are localized both in
time and space. There are, in fact, two such solutions, the Peregrine soliton and the
second-order rogue wave soliton. Although the Peregrine RW is derived as a limiting
case of the KM breather, especially when a → 1/2, the two types of solutions can be
obtained using the generalized expression [146]

ψk(ξ, τ) =

√
2P

Q

{
(−1)k +

Gk(ξ, τ̄) + 2jPτHk(ξ, τ̄)

Fk(ξ, τ̄)

}
exp(2jPτ), (54)

where k is the order of the solution and τ̄ = 2Pτ . The functions Gk(ξ, τ̄), Hk(ξ, τ̄) and
Fk(ξ, τ̄) are polynomials in variables of τ̄ and ξ, with Fk(ξ, τ̄) not having no real zero.
In order to get the two solutions, we will restrict our study to the cases k ≤ 2.

2.3.3 Two-dimensional analysis: derivation of the DS equation

The formulation of the model, remain the same in Eqs.(30) in witch
−→
V = u−→ex + v−→ey

with u and v being the velocity of charged dusts (with mass mi ) in x and y directions,
respectively. Using the power series expansion of the exponential terms in (30c) around
zero, it becomes

∂2ϕ

∂2x
+
∂2ϕ

∂2y
= 1 + a1ϕ+ a2ϕ

2 + a3ϕ
3 − ni, (55)

where, a1 = µe + µnσn, a2 = µe+µnσ2
n

2
and a3 = µe+µnσ3

n

6
.

In order to investigate the propagation of IAWs and derive the set of DS equations,
we employ the standard reductive perturbation expansion. The stretched variables in
space and time may be introduced as ξ = ϵ(x − vgt), η = ϵy and τ = ϵ2t, where vg

is the group velocity that will be found later by the solvability condition of equations
(55). The dependent physical variables around their equilibrium values are expanded as
follows:




ni(x, y, t)

ui(x, y, t)

vi(x, y, t)

ϕ(x, y, t)


 =




1

0

0

0


+

∞∑

p=1

ϵp
+∞∑

l=−∞




n
(p)
l (ξ, η, τ)

u
(p)
l (ξ, η, τ)

v
(p)
l (ξ, η, τ)

ϕ
(p)
l (ξ, η, τ)


Al (n, t) . (56)
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As done previously, we substitute solutions (56) into equations (33a), (33b) and (55),
and we equate each coefficient in powers of ϵ to zero. We obtain, at order (ϵ1), for l = 1,
the solutions

ϕ
(1)
1 =

1

k2 + a1

n
(1)
i1 , u

(1)
1 =

ω

k
n

(1)
i1 , v1

1 = 0, (57)

which exist under the dispersion relation

ω2 =
k2

k2 + a1

. (58)

At the same order, but for l = 0, we obtain n(1)
i0 = u

(1)
0 = v

(1)
0 = ϕ

(1)
0 = 0. The coefficients

of the second harmonic, at order (ϵ2), may be found using the same procedure. This
leads for example to the equation

a1ϕ
(2)
0 − n

(2)
i0 − 2a2|ϕ(1)

1 |2 = 0, (59)

for l = 0, and the set of equations

− vg
∂n

(1)
i1

∂ξ
− jωn

(2)
i1 + jku

(2)
1 +

∂u
(1)
1

∂ξ
= 0, −jωv(2)

1 = −∂ϕ
(1)
1

∂η

− vg
∂u

(1)
1

∂ξ
− jωu

(2)
1 + jkϕ

(2)
1 = −∂ϕ

(1)
1

∂ξ
, (k2 + a1)ϕ

(2)
1 − n

(2)
i1 = 2jk

∂ϕ
(1)
1

∂ξ
,

(60)

for l = 1, from which the solvability condition

vg = a1
ω3

k3
(61)

is obtained, along with the solutions

v
(2)
1 =

−j
ω(k2 + a1)

∂n
(1)
1

∂η
, ϕ

(2)
1 =

n
(2)
1

(k2 + a1)
+

2jk

(k2 + a1)2

∂n
(1)
1

∂ξ
,

u
(2)
1 =

jk

(k2 + a1)3/2

∂n
(1)
1

∂ξ
+
ω

k
n

(2)
1 .

(62)

For l = 2, we extract the set of equations

− 2jωn
(2)
i2 + 2jku

(2)
2 + 2jkn

(1)
i1 u

(1)
1 = 0, −2jωu

(2)
2 + jk(u

(1)
1 )2 + 2jkn

(1)
i1 u

(1)
1 = 0,

(4k2 + a1)ϕ
(2)
2 − n

(2)
i2 + a2(ϕ

(1)
1 )2 = 0 and − 2jωv

(2)
2 = 0,

(63)

which admits the solutions

ϕ
(2)
2 = αϕ(n

(1)
i1 )2, n

(2)
i2 = αn(n

(1)
i1 )2, u

(2)
2 = αu(n

(1)
i1 )2, v

(2)
2 = 0, (64)
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with

αϕ =
1

2k2
− a2

3k2(k2 + a1)2
, αn = (a1 + 4k2)αϕ +

a2

(k2 + a1)2
, αu =

ω

k
(αn − 1). (65)

The zeroth-harmonic mode also appears due to the self-interaction of the modulated
carrier wave. Its expression cannot be determined completely within the second order
and we will have to consider the third-order equations. Thus, the set of equations cor-
responding to the (l = 0)−components of the third-order part of the reduced equations
is given by

− vg
∂n

(2)
i0

∂ξ
+
∂u

(2)
0

∂ξ
+
∂v

(2)
0

∂η
+

2

(k2 + a1)1/2

∂|n(1)
i1 |2
∂ξ

= 0,

− vg
∂u

(2)
0

∂ξ
+
∂ϕ

(2)
0

∂ξ
+

1

k2 + a1

∂|n(1)
i1 |2
∂ξ

= 0, −vg
∂v

(2)
0

∂ξ
+
∂ϕ

(2)
0

∂η
+

1

k2 + a1

∂|n(1)
i1 |2
∂η

= 0,

(66)

to which we have added Eq. (59) from the order (ϵ2, l = 0). This leads to

δ1
∂2ϕ2

0

∂ξ2
− ∂2ϕ2

0

∂η2
− δ2

∂2|n(1)
i1 |2

∂ξ2
− δ3

∂2|n(1)
i1 |2

∂η2
= 0, (67)

with

δ1 = v2
ga1 − 1, δ2 =

2vg

(k2 + a1)1/2
+

1

k2 + a1

− 2a2v
2
g

(k2 + a1)2
, δ3 =

1

k2 + a1

. (68)

The various expressions found in the above calculations are then introduced into the
(l = 1)-component of the third-order part of the equations. One finds the following
amplitude equation

j
∂n

(1)
i1

∂τ
+ γ1

∂2n
(1)
i1

∂ξ2
+ γ2

∂2n
(1)
i1

∂η2
+ γ3|n(1)

i1 |2n(1)
i1 + γ4ϕ

(2)
0 n

(1)
i1 = 0, (69)

with the coefficients

γ1 =
3ka1

2(k2 + a1)5/2
, γ2 =

a1

2k(k2 + a1)3/2
,

γ3 = − k

2(k2 + a1)1/2

[
6 +

2k2

a1

+
3a1

2k2
− 4a2

3k2(k2 + 1)
− 2a2

3k2

+
2a2

(k2 + a1)2
+

2a2
2

3k2(k2 + a1)3
− 3a3

(k2 + a1)3

]

γ4 = −k(k2 + a1)
3/2

a1

− ka1

2(k2 + a1)1/2
+

ka2

(k2 + a1)3/2
.

(70)
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Further introducing the notations F = n
(1)
i1 and G = ϕ

(2)
0 , Eqs. (69) and (67) become

j
∂F

∂τ
+ γ1

∂2F

∂ξ2
+ γ2

∂2F

∂η2
+ γ3|F |2F + γ4GF = 0, (71a)

δ1
∂2G

∂ξ2
− ∂2G

∂η2
− δ2

∂2|F |2
∂ξ2

− δ3
∂2|F |2
∂η2

= 0. (71b)

Eqs.(71) are the well-known DS equations in two-space directions that was initially
derived by Davey and Stewartson to describe modulated waves packets in water of finite
depth [147].

2.3.4 Three-dimensional analysis

In this section, we consider the full three-dimensional description of the model in Eqs.
(30) in witch

−→
V = u−→ex + v−→ey + w−→ez , where u, v and w are the velocities of charged

particles (with mass mi ) in x, y and z directions, respectively. In order to investigate
the propagation of IAWs and derive the amplitude equations in three dimensions, we
introduce the stretched variables in space and time as, ξ = ϵ(x − vgt), η = ϵy, ζ = ϵz

and τ = ϵ2t. Trial solutions are taken as

n = 1 +
∞∑

p=1

ϵp
+∞∑

l=−∞
n

(p)
il (ξ, η, ζ, τ)Al (x, t), (72a)

ϕ =
∞∑

p=1

ϵp
+∞∑

l=−∞
ϕ

(p)
l (ξ, η, ζ, τ)Al (x, t), (72b)

−→
V =

∞∑

p=1

ϵp
+∞∑

l=−∞




u
(p)
l (ξ, η, ζ, τ)

v
(p)
l (ξ, η, ζ, τ)

w
(p)
l (ξ, η, ζ, τ)


Al (x, t). (72c)

We obtain at ϵ1 order, for l = 1, the following solutions corresponding to the first
harmonic of perturbation

ϕ
(1)
1 =

1

k2 + a1

n
(1)
i1 , u

(1)
1 =

ω

k
n

(1)
i1 , v

1
1 = 0, w1

1 = 0, (73)

that satisfy the dispersion relation

ω2 =
k2

k2 + a1

. (74)

At (ϵ2)−order, for l = 0, we get

a1ϕ
(2)
0 − n

(2)
i0 − 2a2|ϕ(1)

1 |2 = 0, (75)
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and

− vg
∂n

(1)
i1

∂ξ
− jωn

(2)
i1 + jku

(2)
1 +

∂u
(1)
1

∂ξ
= 0, −vg

∂u
(1)
1

∂ξ
− jωu

(2)
1 + jkϕ

(2)
1 = −∂ϕ

(1)
1

∂ξ
= 0,

− jωv
(2)
1 = −∂ϕ

(1)
1

∂η
, −jωw(2)

1 = −∂ϕ
(1)
1

∂ζ
, (k2 + a1)ϕ

(2)
1 − n

(2)
i1 = 2jk

∂ϕ
(1)
1

∂ξ
,

(76)

for l = 1. For l = 2, the system reduces to

− 2jωn
(2)
i2 + 2jku

(2)
2 + 2jkn

(1)
j1 u

(1)
1 = 0, −2jωu

(2)
2 + jk(u

(1)
1 )2 + 2jkn

(1)
i1 u

(1)
1 = 0,

(4k2 + a1)ϕ
(2)
2 − n

(2)
i2 + a2(ϕ

(1)
1 )2 = 0, −2jωv

(2)
2 = 0, −2jωw

(2)
2 = 0,

(77)

which provides the compatibility condition

vg = a1
ω3

k3
. (78)

By solving equation (77), we find the second-harmonic quantities n(2)
2i , u(2)

2 and ϕ
(2)
2 in

term of ϕ(1)
1 in the form

ϕ
(2)
2 = αϕ

(
n

(1)
i1

)2

, n
(2)
i2 = αn

(
n

(1)
i1

)2

, u
(2)
2 = αu

(
n

(1)
i1

)2

, v
(2)
2 = w

(2)
2 = 0, (79)

with

αϕ =
1

2k2
− a2

3k2(k2 + a1)2
, αn = (a1 + 4k2)αϕ +

a2

(k2 + a1)
2 , αu =

ω

k
(αn − 1). (80)

The set of equations in the (l = 0)−components of the third-order part of the reduced
equations is given by

− vg
∂n

(2)
i0

∂ξ
+
∂u

(2)
0

∂ξ
+
∂v

(2)
0

∂η
+
∂w

(2)
0

∂ζ
+

2ω

k

∂|n(1)
i1 |2
∂ξ

= 0; −vg
∂v

(2)
0

∂ξ
+
∂ϕ

(2)
0

∂ζ
+
ω2

k2

∂|n(1)
i1 |2
∂ζ

= 0;

− vg
∂u

(2)
0

∂ξ
+
∂ϕ

(2)
0

∂ξ
+
ω2

k2

∂|n(1)
i1 |2
∂ξ

= 0; −vg
∂v

(2)
0

∂ξ
+
∂ϕ

(2)
0

∂η
+
ω2

k2

∂|n(1)
i1 |2
∂η

= 0,

(81)

to which we add Eq. (75), from (ϵ2), for l = 0. From Eqs. (81), we get

δ1
∂2ϕ2

0

∂ξ2
−
(
∂2ϕ2

0

∂η2
+
∂2ϕ2

0

∂ζ2

)
− δ2

∂2|n(1)
i1 |2

∂ξ2
− δ3

(
∂2|n(1)

i1 |2
∂η2

− ∂2|n(1)
i1 |2

∂ζ2

)
= 0, (82)
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with

δ1 = v2
ga1 − 1, δ2 =

2vgω

k
+
ω2

k2
− 2a2v

2
gω

4

k4
, δ3 =

ω2

k2
. (83)

The various expressions found in the above calculations are then introduced into the
(l = 1)−component of the third-order part of the equations. This leads to the following
amplitude equation

j
∂n

(1)
i1

∂τ
+ γ1

∂2n
(1)
i1

∂ξ2
+ γ2

(
∂2n

(1)
i1

∂η2
+
∂2n

(1)
i1

∂ζ2

)
+ γ3|n(1)

i1 |2n(1)
i1 + γ4ϕ

(2)
0 n

(1)
i1 = 0, (84)

where

γ1 =
−3ka1

2(k2 + a1)5/2
, γ2 =

a1

2k(k2 + a1)3/2
,

γ3 = − k

2(k2 + a1)1/2

[
6 +

2k2

a1

+
3a1

2k2
− 4a2

3k2(k2 + 1)
−

2a2

3k2
+

2a2

(k2 + a1)2
+

2a2
2

3k2(k2 + a1)3
− 3a3

(k2 + a1)3

]
,

γ4 = −k(k2 + a1)
3/2

a1

− ka1

2(k2 + a1)1/2
+

ka2

(k2 + a1)3/2
.

(85)

Further introducing the notations F = n
(1)
i1 and G = ϕ

(2)
0 , the coupled equations (82)

and (84) become

j
∂F

∂τ
+ γ1

∂2F

∂ξ2
+ γ2

(
∂2F

∂η2
+
∂2F

∂ζ2

)
+ γ3|F |2F + γ4GF = 0, (86a)

δ1
∂2G

∂ξ2
−
(
∂2G

∂η2
+
∂2G

∂ζ2

)
− δ2

∂2|F |2
∂ξ2

− δ3

(
∂2|F |2
∂η2

+
∂2|F |2
∂ζ2

)
= 0. (86b)

The above system (86) represents the DS equations in three space dimensions.

2.4 The multiple-scale expansion technique: deriva-
tion of the coupled NLS equations: Derivation of
the coupled NLS equations

We introduce the stretched variables in space and time as xn = ϵnx and tn = ϵnt. This
gives the differential relations ∂

∂x
=
∑N

n=0 ϵ
n ∂

∂xn
and ∂

∂t
=
∑N

n=0 ϵ
n ∂

∂tn
. The dependent
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physical variables around their equilibrium values are such that



ni(x, t)

ui(x, t)

ϕ(x, t)


 =




1

0

0


+

∞∑

p=1

ϵp




np(x0, x1, x2, ...; t0, t1, t2, ...)

up(x0, x1, x2, ...; t0, t1, t2, ...)

ϕp(x0, x1, x2, ...; t0, t1, t2, ...)


 . (87)

Substituting Eqs.(87) into the basic Eqs.(30) and equating the quantities with equal
power of ϵ and keeping up to the cubic-order terms in the perturbation expansion, we
obtain the sets of differential equations at different orders of ϵ.
In (ϵ1) order,

∂n1

∂t0
+
∂u1

∂x0

= 0,
∂u1

∂t0
+
∂ϕ1

∂x0

= 0,
∂2ϕ1

∂x2
0

= a1ϕ1 − n1. (88)

At (ϵ2)-order,

∂n2

∂t0
+
∂n1

∂t1
+
∂u2

∂x0

+
∂u1

∂x1

+ n1
∂u1

∂x0

+ u1
∂n1

∂x0

= 0,

∂u2

∂t0
+
∂u1

∂t1
+ u1

∂u1

∂x0

+
∂ϕ2

∂x0

+
∂ϕ1

∂x1

= 0,

∂2ϕ2

∂x2
0

+ 2
∂2ϕ1

∂x0x1

= a1ϕ2 + a2(ϕ1)
2 − n2.

(89)

At (ϵ3)-order,

∂n3

∂t0
+
∂n2

∂t1
+
∂n1

∂t2
+
∂u3

∂x0

+
∂u2

∂x1

+
∂u1

∂x2

+ n2
∂u1

∂x0

+ n1
∂u2

∂x0

+ n1
∂u1

∂x1

+ u2
∂n1

∂x0

+ u1
∂n2

∂x0

+ u1
∂n1

∂x1

= 0,

∂u3

∂t0
+
∂u2

∂t1
+
∂u1

∂t2
+ u2

∂u1

∂x0

+ u1
∂u1

∂x1

+
∂ϕ3

∂x0

+
∂ϕ2

∂x1

+
∂ϕ1

∂x2

= 0,

∂2ϕ3

∂x2
0

+
∂2ϕ1

∂x2
1

+ 2
∂2ϕ1

∂x0x2

+ 2
∂2ϕ2

∂x0x1

= a1ϕ3 + 2a2ϕ1ϕ2 + a3(ϕ1)
3 − n3,

(90)

In this section, we look for the solution of the field equations governing various order
terms in the perturbation expansion.
For (ϵ1) order equation, the set of Eqs. (87) are linear and should have solutions of the
following forms:

n1 = N exp(jθ) +N ′ exp(jθ′) + c.c.,

u1 = u
(1)
1 exp(jθ) + u′(1)

1 exp(jθ′) + c.c.,

ϕ1 = ϕ
(1)
1 exp(jθ) + ϕ′(1)

1 exp(jθ′) + c.c.,

(91)

where N , N ′, u1
1, u′1

1, ϕ1
1 and ϕ′1

1 are unknown complex amplitudes to be found from
the solution of the field equation, θ and θ′ are the phases defined by θ = ωt0 − kx0 and
θ′ = ω′t0−k′x0. Here (ω,k) are, respectively, the angular frequency and the wave number
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of the progressive wave, while (ω′, k′) are those of the regressive wave. Introducing
Eqs. (91) into Eqs. (88), the following relations are obtained

u
(1)
1 =

ω

k
N, ϕ

(1)
1 =

ω2

k2
N =

1

k2 + a1

N,

u′(1)
1 = −ω

′

k′N
′, ϕ′(1)

1 =
ω′2

k′2N
′ =

1

k′2 + a1

N ′,

(92)

which provide the dispersion relations

ω2 =
k2

k2 + a1

, ω′2 =
k′2

k′2 + a1

. (93)

For (ϵ2)-order equation, we first introduce Eqs. (91) and (92) into (89) and obtain

∂n2

∂t0
+
∂u2

∂x0

= −
(
∂N

∂t1
+
ω

k

∂N

∂x1

)
ejθ +

(
∂N ′

∂t1
− ω′

k′
∂N ′

∂x1

)
ejθ′

+ 2iωN2e2jθ

+ 2iω′N ′2e2jθ′
+ j

(
(ω + ω′) +

k′ω

k
+
kω′

k′

)
NN ′ej(θ+θ′)

+ j

(
(ω − ω′) +

k′ω

k
− kω′

k′

)
NN ′∗ej(θ−θ′) + cc,

(94a)

∂u2

∂t0
+
∂ϕ2

∂x0

= −
(
ω

k

∂N

∂t1
+
ω2

k2

∂N

∂x1

)
ejθ +

(
ω′

k′
∂N ′

∂t1
+
ω′2

k′2
∂N ′

∂x1

)
ejθ′

+ i
ω2

k
N2e2jθ + j

ω′2

k′ N
′2 exp(2jθ′) + jωω′

(
1

k
+

1

k′

)
NN ′ej(θ+θ′)

+ jωω′
(

1

k′ − 1

k′

)
NN ′∗ej(θ−θ′) + cc,

(94b)

∂2ϕ2

∂x2
0

+ n2 − a1ϕ2 = +2j
ω2

k

∂N

∂x1

ejθ − 2j
ω′2

k′
∂N ′

∂x1

ejθ′
+ a2

ω4

k4
N2e2jθ

+ a2
ω′4

k′4N
′2 exp(2jθ′) + 2a2

ω2ω′2

k2k′2 NN
′ej(θ+θ′) + 2a2

ω2ω′2

k2k′2 NN
′ej(θ−θ′)

+ a2
ω4

k4
|N |2 + a2

ω′4

k′4 |N ′|2 + cc.

(94c)

Here, N∗ is the complex conjugate of N . From Eqs. (94), one can easily suggests n2, u2

and ϕ2 to be given by

n2 = N̂
(0)
2 +N

(1)
2 ejθ +N ′(1)

2 ejθ′
+N

(2)
2 e2jθ +N ′(2)

2 e2jθ′
+N

(+)
2 ej(θ+θ′) +N

(−)
2 ej(θ−θ′) + c.c.,

u2 = û
(0)
2 + u

(1)
2 ejθ + u′(1)

2 ejθ′
+ u

(2)
2 e2jθ + u′(2)

2 e2jθ′
+ u

(+)
2 ej(θ+θ′) + u

(−)
2 ej(θ−θ′) + c.c.,

ϕ2 = ϕ̂
(0)
2 + ϕ

(1)
2 ejθ + ϕ′(1)

2 ejθ′
+ ϕ

(1)
2 e2jθ + ϕ′(1)

2 e2jθ′
+ ϕ

(+)
2 ej(θ+θ′) + ϕ

(−)
2 ej(θ−θ′) + c.c.,

(95)
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where N̂ (0)
2 , u(1)

2 ... p(0)
2 are some functions of slow variables. Introducing these solutions

into Eqs. (94) leads to the set of equations

N̂
(0)
2 = a1ϕ̂

(0)
2 + a2

ω4

k4
|N |2 + a2

ω4

k4
|N ′|2, (96)

jωN
(1)
2 − jku

(1)
2 = −

(
∂N

∂t1
+
ω

k

∂N

∂x1

)
, jωu

(1)
2 − jkϕ

(1)
2 = −

(
ω

k

∂N

∂t1
+
ω2

k2

∂N

∂x1

)
,

N
(1)
2 =

(
a1 + k2

)
ϕ

(1)
2 + 2j

ω2

k

∂N

∂x1

,

jωN ′(1)
2 − jk′u′(1)

2 = −
(
∂N ′

∂t1
+
ω′

k′
∂N ′

∂x1

)
, jωu′(1)

2 − jk′ϕ′(1)
2 = −

(
ω′

k′
∂N ′

∂t1
+
ω′2

k′2
∂N ′

∂x1

)
,

N ′(1)
2 = (a1 + k′2)ϕ′(1)

2 + 2j
ω′2

k′
∂N ′

∂x1

,

(97)

ωN
(2)
2 − ku

(2)
2 = ωN2, 2ωu

(2)
2 − 2kϕ

(2)
2 =

ω2

k
N2,

N
(2)
2 = (4k2 + a1)ϕ

(2)
2 + a2

ω4

k4
N2, ωN ′(2)

2 − k′u′(2)
2 = ω′N ′2,

2ω′u′(2)
2 − 2k′ϕ′(2)

2 =
ω′2

k′ N
′2, N ′(2)

2 = (4k′2 + a1)ϕ
′(2)
2 + a2

ω′4

k′4N
′2.

(98)

The expressions of the following variables are also carrying-out:

n
(−)
2 = A(−)

n NN ′, u
(−)
2 = A(−)

u NN ′, ϕ
(−)
2 = A

(−)
ϕ NN ′,

n
(+)
2 = A(+)

n NN ′∗, u
(+)
2 = A(+)

u NN ′∗, ϕ
(+)
2 = A

(+)
ϕ NN ′∗,

(99)

with

A(±)
n =

α(±)

β(±)
, A

(±)
ϕ =

(ω ± ω′)2

(k ± k′)2
A(±)

n − δ±, A(±)
u =

ω ± ω′

k ± k′ A
(±)
n −

{
ω

k
+
ω′

k′

}
,

α(±) = 1 − (ω ± ω′)2

(k ± k′)2

{
(k ± k′)2 + a1

}
, β(±) = 2a2

ω2ω′2

k2k′2 − δ± {(k ± k′)2 + a1

}
,

δ(±) =
2ωω′

kk′ +
ω2k′ ± ω′2k

kk′(k ± k′)
.

Solving Eqs. (97) for u(1)
2 and ϕ(1)

2 , we find

u
(1)
2 =

ω

k
N

(1)
2 − i

k

{
∂N

∂t1
+
ω

k

∂N

∂x1

}
, ϕ

(1)
2 =

ω2

k2
N

(1)
2 − 2jω

k2

{
∂N

∂t1
+
ω

k

∂N

∂x1

}
. (100)

Comparing Eqs. (100) to Eqs. (97) and taking into account the dispersion relation, we
obtain

a1
ω3

k3

∂N

∂x1

+
∂N

∂t1
= 0. (101)
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From Eqs. (101), the nonzero solution for N must be in the form N = N(ξ, t2, ..., x2, ...),
where ξ = x1 − λt1, with λ being the group velocity of the first wave and given by

λ = a1
ω3

k3
. (102)

Thus, the solutions for u(1)
2 and ϕ(1)

2 from Eqs. (100) become

u
(1)
2 =

ω

k
N

(1)
2 − i

k

(ω
k

− λ
) ∂N
∂ξ

, ϕ
(1)
2 =

ω2

k2
N

(1)
2 − 2jω

k2

(ω
k

− λ
) ∂N
∂ξ

,

u′(1)
2 =

ω′

k′N
′(1)
2 − i

k′

(
ω′

k′ − λ′
)
∂N ′

∂ξ′ , ϕ′(1)
2 =

ω′2

k′2N
′(1)
2 − 2jω′

k′2

(
ω′

k′ − λ′
)
∂N ′

∂ξ′ .

(103)

Here, one can note that N ′ = N ′(ξ′, t2, ..., x2, ...) and ξ′ = x1 − λ′t1. These suggest that
the group velocity λ′ of the second wave is given by

λ′ = a1
ω′3

k′3 . (104)

The set given in Eqs. (98) leads to the following solutions:

N
(2)
2 = αnN

2, u
(2)
2 = αuN

2, ϕ
(2)
2 = αϕN

2.

N ′(2)
2 = α′

nN
′2, u′(2)

2 = α′
uN

′2, ϕ′(2)
2 = α′

ϕN
′2,

(105)

where

αn =
4k2 + a1

2k2
− a2ω

2

3k4
, αu =

ω

k
(αn − 1), αϕ =

ω2

k2

(
αn − 3

2

)
,

α′
n =

4k′2 + a1

2k′2 − a2ω
′2

3k′4 , α′
u =

ω′

k′ (α
′
n − 1), α′

ϕ =
ω′2

k′2

(
α′

n − 3

2

)
.

the solution cannot be determined completely within the second-order equation. There-
fore, we need the equations governing N̂ (0)

2 , n̂(0)
2 , ϕ̂(0)

2 , N (1)
3 , N ′(1)

3 , u(1)
3 , u′(1)

3 , ϕ(1)
3 , ϕ′(1)

3 .
Introducing Eqs. (95) into the third-order Eqs. (94), we have

∂N̂
(0)
2

∂t1
+
∂û

(0)
2

∂x1

+
ω

k

∂|N |2
∂x1

+
ω′

k′
∂|N ′|2
∂x1

= 0,

∂û
(0)
2

∂t1
+
∂ϕ̂

(0)
2

∂x1

+
ω2

2k2

∂|N |2
∂x1

+
ω′2

2k′2
∂|N ′|2
∂x1

= 0,

(106)

on which we add Eq. (96). Recalling that N and N ′ depend, respectively, on ξ and
ξ′, these equations suggest that N̂ (0)

2 , n̂(0)
2 and ϕ̂

(0)
2 can be decomposed in the following

form:

N̂
(0)
2 = N

(0)
2 (ξ, ...) +N ′(0)

2 (ξ′, ...), û
(0)
2 = u

(0)
2 (ξ, ...) + u′(0)

2 (ξ′, ...),

ϕ̂
(0)
2 = ϕ

(0)
2 (ξ, ...) + ϕ′(0)

2 (ξ′, ...).
(107)
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Then, Eqs. (106) become

− λ
∂N

(0)
2

∂ξ
+
∂û

(0)
2

∂ξ
+
ω

k

∂|N |2
∂ξ

= 0, −λ∂u
(0)
2

∂ξ
+
∂ϕ

(0)
2

∂ξ
+

ω2

2k2

∂|N |2
∂ξ

= 0,

N̂
(0)
2 = a1ϕ̂

(0)
2 + a2

ω4

k4
|N |2.

(108)

The solution of Eqs. (108) yields the following results:

N
(0)
2 = βn|N |2, u

(0)
2 = βu|N |2, ϕ

(0)
2 = βϕ|N |2, (109)

with

βϕ =
2λ2a2ω

4 − 2k3λω − k2ω2

2k4(1 − λ2a1)
, βu = λa1βϕ + λa2

ω4

k4
− ω

k
, βn = a1βϕ + a2

ω4

k4
.

From Eqs. (103) and (106), similar expressions are obtained for N ′(0)
2 , u′(0)

2 and ϕ′(0)
2 ,

provided that the unprimed quantities are replaced by primed quantities. In order to
complete the solution, we need the equations governing N (1)

3 , N ′(1)
3 , u(1)

3 , u′(1)
3 , ϕ(1)

3 and
ϕ′(1)

3 . By equating the terms in exp θ on one hand, and those in exp θ′ on the other, we
obtain

jωN
(1)
3 − jku

(1)
3 = −∂N

(1)
2

∂t1
− ∂N

∂t2
− ∂u

(1)
2

∂x1

− ω

k

∂N

∂x2

− 2j(kû
(0)
2 + ωn̂

(0)
2 )N

+ j(ku
(2)
2 + ωn

(2)
2 )N∗ + j

k

k′ (k
′u(+)

2 + ω′n(+)
2 )N ′∗ + j

k

k′ (k
′u(−)

2 + ω′n(−)
2 )N ′,

jωu
(1)
3 − jkϕ

(1)
3 = −∂u

(1)
2

∂t1
− ω

k

∂N

∂t2
− ∂ϕ

(1)
2

∂x1

− ω2

k2

∂N

∂x2

+ 2jωû
(0)
2 N + jωu

(2)
2 N∗

+ jω′ k

k′u
(+)
2 N ′∗ + jω′ k

k′u
(−)
2 N ′,

n
(1)
3 − (k2 + a1)ϕ

(1)
3 = 2jk

∂ϕ
(1)
2

∂x1

+ 2j
ω2

k

∂N

∂x2

− ω2

k2

∂2N

∂x2
1

+ 4a2
ω2

k2
ϕ̂

(0)
2 N + 2a2

ω2

k2
ϕ

(2)
2 N∗

+ 2a2
ω′2

k′2 ϕ
(+)
2 N ′∗ + 2a2

ω′2

k′2 ϕ
(−)
2 N ′ + 2a3

ω6

k6
|N |2N + 2a3

ω2ω′4

k2k′4 |N ′|2N.
(110)
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and

jω′N
′(1)
3 − jk′u

′(1)
3 = −∂N

′(1)
2

∂t1
− ∂N ′

∂t2
− ∂u

′(1)
2

∂x1

− ω′

k′
∂N ′

∂x2

− 2j(k′û(0)
2 + ω′n̂(0)

2 )N ′ + j(k′u
′(2)
2

+ ω′n
′(2)
2 )N

′∗ + j
k

k′ (k
′u(+)

2 + ω′n(+)
2 )N

′∗ + j
k

k′ (k
′u(−)

2 + ω′n(−)
2 )N ′,

jω′u
′(1)
3 − jk′ϕ

′(1)
3 = −∂u

′(1)
2

∂t1
− ω′

k′
∂N ′

∂t2
− ∂ϕ

′(1)
2

∂x1

− ω′2

k′2
∂N ′

∂x2

+ 2jω′û(0)
2 N ′ + jω′u

′(2)
2 N ′∗

+ jω
k′

k
u

(+)
2 N∗ + jω

k′

k
u

(−)
2 N,

n
′(1)
3 − (k′2 + a1)ϕ

′(1)
3 = 2jk′∂ϕ

′(1)
2

∂x1

+ 2j
ω′2

k′
∂N ′

∂x2

− ω′2

k′2
∂2N ′

∂x2
1

+ 4a2
ω′2

k′2 ϕ̂
(0)
2 N ′ + 2a2

ω′2

k′2 ϕ
′(2)
2 N ′∗

+ 2a2
ω2

k2
ϕ
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ω2

k2
ϕ

(−)
2 N + 2a3

ω′6

k′6 |N ′|2N ′ + 2a3
ω′2ω4

k′2k4
|N |2N ′.

(111)

Eliminating N (1)
3 , u(1)

3 and ϕ(1)
3 from Eqs. (110) , we get

2jω

(
∂N

(1)
2

∂t1
+ λ

∂N
(1)
2

∂x1

)
+ 2jω

(
∂N

∂t2
+ λ

∂N

∂x2

)
+

(
λ2 − 4

ωλ

k
+

2ω2

k2
− 4

ω4

k2
+

4λω3

k

)
∂2N

∂ξ2

+

(
−4a2ω

4

k2
βϕ + 2ω2βn + ω2αn + 4kωβu + 2kωαu − 2a3

ω8

k6

)
|N |2N

+

(
−4a2ω

4

k2
β′

ϕ + 2ω2β′
n + ωω′ k

k′
(
A(+)

n + A(−)
n

)
+ k2

(
ω

k
+
ω′

k′

)
(A(+)

u + A(−)
u )

+4kωB′
u − 2a2

ω4

k2
αϕ − 2a2

ω2ω′2

k′2 (A
(+)
ϕ + A

(−)
ϕ )

)
|N ′|2N = 0.

(112)

By introducing a new variable τ as t2 = τ and x2 = ϵξ + λτ , we obtain the following
NLS equation:

j
∂N

∂τ
+ α1

∂2N

∂ξ2
+ α2|N |2N + α3|N ′|2N = 0, (113)

where the coefficients α1, α2 and α3 are given by

α1 =
λ2

2ω
− 2λ

k
− 2

ω3

k2
+

2λω2

k
, α2 =

ω

2
(αn + 2βn) + k(αu + 2βu) − 2a2ω

3

k2
βϕ − a3

ω7

k6
,

α3 = ωβ′
n + 2kβ′

u − 2a2ω
3

k2
β′

ϕ − a2ω
3

k2
αϕ +

ω′k

2k′
(
A(+)

n + A(−)
n

)

+
k2

2ω

(
ω

k
+
ω′

k′

)(
A(+)

u + A(−)
u

)
− a2ωω

′2

k′2

(
A

(+)
ϕ + A

(−)
ϕ

)
.

(114)

Performing a similar reasoning form Eqs. (110), the counterpart of Eq. (113) is obtained
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in the form
j
∂N ′

∂τ
+ α′

1

∂2N ′

∂ξ′2 + α′
2|N ′|2N ′ + α′

3|N |2N ′ = 0, (115)

where α′
1, α

′
2 and α′

3 are respectively obtained from α1, α2 and α3 by replacing (ω, k) by
(ω′, k′). Further introducing the change of variables ξ′ = x1 − λ′t1 = ξ − (λ − λ′)t1,
Eqs. (113) and (111)can then be rewritten in terms of ξ and τ as

j
∂N

∂τ
+ α1

∂2N

∂ξ2
+ α2|N |2N + α3|N ′|2N = 0, (116a)

j
∂N ′

∂τ
+ j

(
λ′ − λ

ϵ

)
∂N ′

∂ξ
+ α′

1

∂2N ′

∂ξ2
+ α′

2|N ′|2N ′ + α′
3|N |2N ′ = 0. (116b)

Here, we are interested in the particular case k′ = −k, i.e., ω′ = ω and λ′ = −λ. In
addition, we perform the dependent-variable transformation N ′ = N ′ exp −j

(
λ
ϵ
ξ + λ2

µ1
τ
)

to get ride of the terms in ∂N ′
∂ξ

from Eq. (116b). One finally obtains the following
nonlinearly coupled NLS equations:

j
∂N

∂τ
+ µ1

∂2N

∂ξ2
+
(
µ2|N |2 + µ3|N ′|2

)
N = 0, (117a)

j
∂N ′

∂τ
+ µ1

∂2N ′

∂ξ2
+
(
µ2|N ′|2 + µ3|N |2

)
N ′ = 0, (117b)

where

µ1 = α1, µ2 = α2, µ3 = α3 = ωβn − 2kβu − 2a2ω
3

k2
βϕ − ω3

2k2

(
4k2 + a1

)
− 2a2

2ω
7

k6
.

(118)

2.5 Linear stability analysis and modulational insta-
bility

MI is related to the apparition of solitons in system where there are competitive effects
between nonlinearity and dispersion. In general, nonlinear modulated waves share the
same regions of parameter with solitons solutions. Nonlinear equations admit plane wave
solutions that may be stable or unstable, depending on the system parameters.

2.5.1 One-dimensional plasmas

Solutions for Eq.(41) can be assumed in the form ψ = ψ0(ξ) exp(jQψ2τ), where ψ0

is a real constant amplitude of the pump carrier wave. The stability of any solution
is investigated under small perturbations in phase, in amplitude or in both. Since

Panguetna Chérif S. 53 Ph.D. Thesis



Departement of Physics Faculty of Sciences (UYI )

Figure 9: Panels (a), (b) and (c) show plots of the parameters µ1, µ2 and µ3, versus the
wave number k and different values of the negative ion density ratio α. The dispersion
coefficient µ1 is always negative while the nonlinearity coefficient µ2 and the coupling
coefficient µ3 can change signs according to intervals. For α = 0.1 and 0.2, µ2 is negative
for k < kcr,1 and becomes positive for k > kcr,1, while µ3 is always negative. Conversely,
For hight value of α, µ3 is positive for k < kcr,2 and becomes negative for k > kcr,2, while
µ2 is always positive. We have fixed σn = 17.

we are interested in amplitude modulation, the corresponding perturbed solution then
writes ψ = (ψ0 + δψ) exp(jQψ2τ), where ξ = (Kζ − Ωτ) is the modulation phase
with K ≪ k and Ω ≪ ω are respectively the wave number and the frequency of the
modulation; δψ ≪ ψ0 is the small amplitude of perturbation, which is introduced in the
form δψ = U + jV , where U = U0 exp[j(Kζ−Ωτ)] and V = V0 exp[j(Kζ−Ωτ)]. After
substituting all these into Eq. (41) and linearizing around the unperturbed plane wave
solution, one finally obtains the nonlinear dispersion relation

Ω2 = (PK2)2

(
1 − 2Qψ2

0

PK2

)
. (119)

For the plane wave solution to be unstable, the frequency Ω should be complex, i.e.,
Ω2 < 0. Obviously, this highly depends on the sign of Q/P . When Q/P is negative, it
is clear that Ω will be real and for Q/P > 0, it is likely that the perturbation frequency
be negative. In general, the instability is a purely growing mode for Q/P > 0, which is
materialized by the MI growth rate.

2.5.2 Multi-dimensional Plasmas

The DS equations

j
∂F

∂τ
+ γ1

∂2F

∂ξ2
+ γ2

∂2F

∂η2
+ γ3|F |2F + γ4GF = 0, (120a)
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δ1
∂2G

∂ξ2
− ∂2G

∂η2
− δ2

∂2|F |2
∂ξ2

− δ3
∂2|F |2
∂η2

= 0, (120b)

govern the MI of 2D IAWs and we look for the stability/instability conditions for the
emergence of modulated waves in ENPs. Similar procedure was adopted in Refs. [26,
27, 40] on a simplified 2D model, i.e., by considering only one ion type. Homogeneous
solutions for the DS system are usually considered in the form F = F0 exp j(α1ξ +

α2η − Ωτ + φ), G = G0, where F0, G0, α1, α2 and ϕ are real constants. The above trial
solutions may propagate in the system under the condition that the dispersion relation
Ω = γ1α

2
1 + γ2α

2
2 − γ3F

2
0 − γ4G0 be satisfied. Small perturbations are usually introduced

into such solutions in order to test their stability and robustness. We therefore consider
the perturbed solutions

F = (F0 + ∆F )ej(α1ξ+α2η−Ωτ+φ+∆φ), G = G0 + ∆G, (121)

where the perturbations ∆F , ∆G and ∆φ are assumed to be



∆F

∆G

∆φ


 =




δF

δG

δφ


Re

{
ej(µ1ξ+µ2η−ντ)

}
. (122)

Making use of this and linearizing around the unperturbed plane waves lead to a homo-
geneous system in δF , δG and δφ, which admits non-trivial solutions if its determinant
is zero. This yields the nonlinear dispersion relation

ν2
1 = (µ2

1γ1 + µ2
2γ2)

(
µ2

1γ1 + µ2
2γ2 − 2γ3F

2
0 + 2γ4F

2
0

µ2
1δ2 + µ2

2δ3
µ2

2 − µ2
1β1

)
, (123)

where ν1 = (ν − 2γ1µ1α1 − 2γ2µ2α2). The plane wave will then be said to be unstable
under modulation if ν2

1 < 0, i.e.,

(
µ2

1γ1 + µ2
2γ2

)2
{

1 − 2F 2
0

(
γ3(µ

2
2 − µ2

1β1) − γ4(µ
2
1δ2 + µ2

2δ3)

(µ2
2 − µ2

1β1)(µ2
1γ1 + µ2

2γ2)

)}
< 0. (124)

Obviously, the stability/instability condition only depends on the term in brackets, which
also give the threshold amplitude

F 2
0,cr =

1

2

(µ2
2 − µ2

1β1)(µ
2
1γ1 + µ2

2γ2)

γ3(µ2
2 − µ2

1β1) − γ4(µ2
1δ2 + µ2

2δ3)
(125)

above which modulated IAWs may be observed.
Similarly, the 3D-DS equations

j
∂F

∂τ
+ γ1

∂2F

∂ξ2
+ γ2

(
∂2F

∂η2
+
∂2F

∂ζ2

)
+ γ3|F |2F + γ4GF = 0, (126a)
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δ1
∂2G

∂ξ2
−
(
∂2G

∂η2
+
∂2G

∂ζ2

)
− δ2

∂2|F |2
∂ξ2

− δ3

(
∂2|F |2
∂η2

+
∂2|F |2
∂ζ2

)
= 0 (126b)

admit the trivial homogeneous solutions F = F0e
jγ3F 2

0 τ and G = 0, where F0 is a real
constant that represents the amplitude of carrier wave. MI of IAWs is investigated
under small perturbations in phase, in amplitude or in both. For amplitude modulation,
the corresponding perturbed solutions then write F = (F0 + δF (ξ, η, ζ, τ))ejγ3F 2

0 τ and
G = δG(ξ, η, ζ, τ)), with δF ≪ F0. After linearizing Eqs. (126) around the unperturbed
plane wave solutions, we obtain the governing equations for the small perturbations δF
and δG in the form

j
∂δF

∂τ
+ γ1

∂2δF

∂ξ2
+ γ2

(
∂2δF

∂η2
+
∂2δF

∂ζ2

)
+ γ3F

2
0 (δF + δF ∗) + γ4δGF0 = 0, (127a)

δ1
∂2δG

∂ξ2
−
(
∂2δG

∂η2
+
∂2δG

∂ζ2

)
− δ2F0

∂2(δF + δF ∗)

∂ξ2

− δ3F0

(
∂2(δF + δF ∗)

∂η2
+
∂2(δF + δF ∗)

∂ζ2

)
= 0.

(127b)

We make use of the transformation δF = a+ ib and δG = c+ id, with

(a, b, c, d) = (a0, b0, c0, d0)e
j(µ1ξ+µ2η+µ3ζ−Ωτ),

and obtain the nonlinear dispersion relation

Ω2 =
[
γ1µ

2
1 + γ2(µ

2
2 + µ2

3)
]2
[
1 +

2F 2
0

(γ1µ2
1 + γ2(µ2

2 + µ2
3))

(
δ2γ4µ

2
1 + δ3γ4(µ

2
2 + µ2

3)

−δ1µ2
1 + µ2

2 + µ2
3

− γ3

)]
.

(128)
The perturbation wavenumber vector can be expressed using spherical coordinates, i.e.,
(µ1, µ2, µ3) = (K cos θ,K sin θ cosφ,K sin θ sinφ). Eq. (128) then reduces to

Ω2 = K2P 2

(
K2 − 2F 2

0

Q

P

)
, (129)

where

P = γ1 cos2 θ + γ2 sin2 θ and Q = γ3 + γ4
δ2 cos2 θ + δ3 sin2 θ

δ1 cos2 θ − sin2 θ
. (130)

There will be instability if the frequency Ω is complex, i.e., Ω2 < 0.

2.6 The Hirota Bilinear method

Single soliton solutions can be found easily, from the NLS, KdV, mKdV and DS equa-
tions, by using the travelling wave ansatz f = f(x− vt). However, a question remains:
what about multisoliton solutions? First of all it must be stated that explicit N-soliton
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solutions can only be found for integrable equations. If one is only interested in finding
multisoliton solutions the best tool is Hirota’s bilinear method [82], although many other
methods can also be used. It is important to realize that PDEs appearing in a given
physical problem are not usually in the best form for the subsequent mathematical anal-
ysis. Hirota noticed that the best dependent variables for constructing soliton solutions
are those in which the solution appears as a finite sum of exponentials. In that purpose,
lets consider de following KdV equation.

∂u

∂t
+ 6u

∂u

∂x
+
∂3u

∂x3
. (131)

Hirota was based his reasoning on the observation that the solutions of Eq. (131), as
obtained from the inverse scattering method, were in the form u = 2∂2

x ln(detM), where
M is a matrix exhibiting the (x, t) dependency, detM was a polynomial of exponentials.
Hirota then made the logical step of introducing a new dependent variable F by u =

2∂2
x ln(F ). If this is substituted into Eq. (131), it can be written as

∂x(FxxxxF − 4FxxxF + 3F 2
xx + FFxt − FxFt = 0). (132)

This equation is fifth order in derivatives, but one overall derivative can be extracted.
In order to apply Hirota’s method, it is necessary that the equation be quadratic and
that the derivatives only appear in combinations that can be expressed using Hirota’s
D-operator defined by

Dn
xg · F = (∂x1 − ∂x2)

nF (x1)G(x2)|x2=x1=x. (133)

For example,
DxF ·G = FxG− FGx, (134a)

DxDtF ·G = FxtG− FxGt − FtGx + −FGxt. (134b)

Thus D-operates on a product of two functions like the Leibniz rule, except that it is
antisymmetric,

Dn
xF ·G = (−1)nDn

xG · F , (135)

Using the D-operator we can write Eq. 132 in the following condensed form

(D4
x +DxDt)F · F = 0. (136)

Now, let P be a polynomial in Hirota D-operator. A generalized bilinear differential
equation writes

P (D)F · F = 0. (137)
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Here are some useful properties of polynomial P:

P (D)F ·G = P (−D)G · F, (138a)

P (D)1 · F = P (−∂)F, (138b)

P (D)F · 1 = P (∂)F. (138c)

P (D) exp ax · exp bx = P (a− b) exp (a+ b)x, (138d)

P (D) exp ax · exp bx = P (a− b) exp (a+ b)x. (138e)

The multisoliton solutions are obtained by finite perturbation expansions around the
vacuum F = 1:

F = 1 + δf1 + δ2f2 + δ3f3 + ... (139)

Here δ is a formal expansion parameter, and for an N-soliton solution of Eq. (139), the
expansion stops at δN . If the bilinear form contains several functions, similar expansions
should be written for all of them. For the one-soliton solution (1SS), only one term is
needed. If we substitute

F = 1 + δf1 (140)

into Eq. (136), we obtain

P (D){1 · 1 + δ1 · f1 + δf1 · 1 + δ2f1 · f1} = 0. (141)

It is clear that the term of order δ0 vanishes. We use properties Eqs. (138b) and (138c)
for the terms of order δ0 so that we get

P (∂)f1 = 0. (142)

The soliton solutions correspond to the exponential solutions of Eq. (142). For a 1SS,
f1 is taken with just one exponential as

f1 = exp η1, η1 = k1x+ ω1t+ a1. (143)

Replacing Eq. (143) into Eq. (142), one obtains the following dispersion relation

P (r1) = 0, r1 = (k1, ω1). (144)

Finally, the δ2-order term vanishes because

P (D) exp η1 · exp η1 = exp 2η1P (r1 − r1) = 0. (145)

Thus, the 1SS is given by Eqs.(143) and (144), where the parameters are constrained by
the dispersion relation. For KdV, the dispersion relation is ω3 = k.
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To construct two-solitons solution of KdV PDE, we take F = 1 + δf1 + δ2f2, where
f1 = exp η1 +exp η2 for ηi = kix+ωit+ai, i = 1, 2. After inserting F into the Eq. (136),
we make the coefficients of δn, (n = 1, 2, 3, 4) to vanish. The coefficient of δ0 is

P (D)1 · 1 = 0. (146)

The coefficient of δ1 gives

P (D){1 · f1 + f1 · 1} = 2P (∂){exp η1 + exp η2}, (147)

which implies P (ri) = k4
i + kjωi = 0 i.e. ωi = k3

i for i = 1, 2. The coefficient of δ2 is
given by

P (D){1 · f2 + f2 · 1} + P (D){f1 · f1} = 2P (∂)f2 + P (D){(exp η1 + exp η2) · (exp η1 + exp η2)},
= 2 [P (∂)f2 + P (D){exp η1 · exp η2}] ,

= 2 [P (∂)f2 + P (r1 − r2){exp(η1 + η2)}] = 0.

(148)

This makes f2 to have the form f2 = A12 exp(η1+η2). If we put f2 in the above equation,
we obtain A12 as

A12 = −P (r1 − r2)

P (r1 + r2)
=

(k1 − k2)
2

(k1 + k2)2
. (149)

Finally, we set δ = 1, thus F = 1 + exp η1 + exp η2 + A12 exp(η1 + η2).

2.7 Conclusion

This chapter was devoted to the presentation of the fluid model equations governing
the dynamic of ENP system composed of Maxwellian electrons and negative ions in
addition to cold mobile positive ions. We have also presented analytical methods used
in this thesis. Asymptotic expansion techniques, like the reductive perturbation and the
multiple-scale expansion methods, have been presented. Using these methods, we were
able to derive the amplitude equations like NLS, DS or coupled NLS equation which
is also called Manakov system. We note that, coefficients of these equations depend
on electronegative parameters of the plasma. Stability conditions have been discussed,
using the MI analysis of the plane wave solution for the amplitude equations. Also, we
have explored the Hirota bilinear scheme to show how to derive one- and two- solitons
solutions. This last method will allow us to solve the DS-Equation and obtain the one-
and two- dromions structures.
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CHAPTER 3

Results and discussion

3.1 Introduction

During the last twenty years, more evidence and interest have been brought to the
existence of solitons in various domains of physics, mainly due to their importance in
nonlinear optics [1,77,102], in Biophysics [3–6] and, more recently, in Bose-Einstein con-
densates [2, 80, 93]. In ENPs, the nonlinearity of the system is considerably affect and
consequently the characteristics of IAWs [18, 117, 118]. In this chapter, we mean to ad-
dress comprehensively in one, two and three-dimensional cases, the response of IAWs to
the effects of the negative ion parameters, especially the negative ion concentration ratio
and the electron-to -negative ion temperature ratio. We also show that under certain
conditions, new classes of waves like bright and dark envelope soliton, one- and two-
dromions solitons and rogue waves may emerge. One of the direct mechanisms leading
to the formation of modulated IA waves is MI, a consequence of the interplay between
nonlinear and dispersive effects [5,107,126,130]. In the one-dimensional analysis, among
others, we examine the special case of the wave-wave interaction and finally, we find the
great interest to investigate on the weakly relativistic ENPs. These investigations will
allow us to have a precise idea of how plasma electronegative parameters impact the
emergence, the propagation and the stability of solitary waves in such media.
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3.2 One dimensional mode excitations

3.2.1 Single mode analysis

3.2.1.1 Envelope excitations

The NLS equation has solutions, which include envelope solitons, breather-type localized
structures. In this work, we are interested in envelope solitons whose importance has
been discussed in a broad range of areas including biophysics [127–129, 131], plasma
physics [7], nonlinear optics and metamaterials [109], just to name a few. As a whole,
finding some kinds of solutions for Eq. (40) requires the study of the sign of the product
P × Q, which, when positive leads to the bright-envelope IA solitons. For a complete
analysis in this regard, we have represented PQ versus k and α in Fig. 7(a3), and only
versus k in Fig. 7(b3), with changing α. From the parametric analysis of the previous
chapter on the signs of P and Q, one can predict the occurrence of the two positive
intervals of the product PQ with increasing α.This is indeed obvious in Fig. 7(b3),
where the two regions k < kcr,1 and k > kcr,2 clearly appear. Moreover, with in mind the
results of Figs. 8(a1), (a2), (b1) and (b2), it would be more interesting to also explore
the effect of σn on the formation of modulated IAWs. This is performed in panels (a3)
and (b3) of Fig. 8, where PQ is respectively plotted in the plane (k, σn) and versus k,
respectively. In the later, the change in σn importantly affects the positive region of PQ,
but the effect is contrary to that observed for α. The two positive zones exist and get
reduced with increasing σn. Also, in the two cases, depending on negative parameter
values, there exists one region where PQ is positive, i.e., k > kcr,2. Although we are
not quite sure of their values, one may also state that there are two critical values of k,
kcr,1 and kcr,2 so that bright envelope solitons may be found for k < kcr,1 and k > kcr,2.
Otherwise, when parameters are picked from intervals where PQ < 0, solutions for
Eq.(40) will be of envelope dark-type [7,143,144]. The general envelope-type solution is
written in the form

ψ(ξ, τ) = ψ0(ξ, τ)e
jΘ(ξ,τ) + c.c., (150)

where the slowly varying amplitude ψ0 and the phase correction Θ are real quantities,
obtained by plugging solution Eq.(150) into Eq.(40). In this section, we study two cases
based on the previous discussion on the sign of the product P ×Q.
(i) The bright-type envelope solutions
These solutions arise in regions of parameters where PQ > 0. Making use of trial
solution Eq.(150), the bright soliton solutions for Eq.(40) are given by [143,144]

ψ0 = ρ0sech

(
ξ − veτ

L

)
, and Θ =

1

2P

{
veξ −

(
PQρ2

0 +
1

2
v2

e

)
τ

}
, (151)
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Figure 10: Spatiotemporal evolution of solutions Eq.(151), with their corresponding
density plots, for different values of the wavenumber k: (a1)-(b1) k = 1.2, (a2)-(b2)
k = 1.3 and (a3)-(b3) k = 1.8, with α = 0.3 and σn = 17.5.

where ve is the velocity of the envelope and L, the envelope spatial width related to
the amplitude ρ0 by Lρ0 =

√
2P/Q. The global solution ϕ(x, t) describing the electric

potential may be obtained by considering the different steps of Section 2. The corre-
sponding solutions are shown in Fig. 10 for different values of the wavenumber k. For
any value of k, the bright soliton profile remains constant as it propagates, but the
phase, which slowly depends on space and time, experiences small deformation of the
wave packet internal structure during propagation. Equally, the plasma negative ion
parameters such as α and σn are also supposed to influence their structures. This is
for example summarized in Fig. 11, where the effect of the negative ion concentration
ratio α is to reduce the spatial expansion of the obtained solution. For α = 0.3, for
example, one indeed gets more spatially localized structures. The parameter α indeed
gives an idea on the suitable concentration of the negative ions and its consequences on
the formation of bright-envelope IAWs. For instance, localized modulated IAW packets
have been observed in the earth’s magnetosphere, where they are related to localized
field and density variations [78,115].
(ii) The dark-type envelope solutions
Such solutions are usually obtained in regions of parameters where P ×Q < 0 and may
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Figure 11: Space-time evolution of solutions Eq.(151), along with their corresponding
density plots, under the effect of the negative ion concentration ratio α: α = 0.1, α = 0.2
and α = 0.3, with σn = 17.5 and k = 0.22.

propagate as dark envelope wavepackets. Their general expression writes [143,144]

ψ0 = ρ0

∣∣∣∣tanh

(
ξ − veτ

L′

)∣∣∣∣ , and Θ =
1

2P

{
veξ −

(
PQρ2

0 +
v2

e

2

)
τ

}
, (152)

where L′ρ0 =
√

2|P/Q|. The corresponding solutions are represented in Fig. 12 for
different values of α. In particular, the localized part is enclosed between temporally
oscillating structures, but spatially, there are jumps between the dark breathers which
characterize the kink-antikink origin of these structures. Such effects are more ostensi-
ble in Fig. 12 (a3)-(b3), where α = 0.3. Also, one clearly remarks that the number of
oscillating structures between kink profiles reduces with increasing α, which still con-
firms the important effect of negative ions on the electric potential in the plasma. This
introduces a new class of soliton which we call here the "kink-wave" soliton. In order to
better picture some specific features of the kink-wave soliton, it has been plotted in space
for different values of α (see Fig. 13). In panels (aj)j=1,2,3, we have imposed α = 0.1

and ϕ(x, t) has been plotted at different instant to picture the time frame. One clearly
sees the oscillating features inside the two states of the kink, main characteristic of the
kink-wave IA soliton. With increasing α, we obtain the features of Fig 13(bj)j=1,2,3,
where the frequency of oscillations drops, leading to some multi-humped features of the
solution. Finally, for α = 0.3, the signature of the electric potential is displayed in
Fig. 13(cj)j=1,2,3. Once again, the frequency of the oscillating part has dropped. To get
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Figure 12: Panels show space-time evolution of the dark envelope solutions (151), with
their corresponding density plots, for different values of the negative ion concentration
ratio α: α = 0.1, α = 0.2 and α = 0.3, with σn = 17.5 and k = 0.65.

Figure 13: Panels show spacial features of the dark envelope solutions (152), under the
effect of the negative ion concentration ratio α. Panels (aj)j=1,2,3 are plotted for α = 0.1,
(bj)j=1,2,3 for α = 0.2 and (cj)j=1,2,3 for α = 0.3, with σn = 17.5.
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Figure 14: Panels show spacial evolution of the dark envelope solutions (152) for different
values of the electron-to-negative ion temperature ratio σn, where panel(a) corresponds
to σn = 20, (b) to σn = 21 and (c) to σn = 22.5, with α = 0.1.
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Figure 15: Panels show the growth rate of instability versus the perturbation wavenum-
ber K. In panel (a), small values of the initial wavenumber k are considered, while in
panel (b) high values of k introduced. Below kcr,1, Γ is a decreasing function of k, and
above kcr,2, it increases with increasing k. We have considered α = 0.1 and σ = 11.5.

these results, we have considered σn = 17.5. With increasing α, the concentration of
negative ions increases and this affects the electron-to-negative ion temperature whose
effects may be seen by changing the value of σn as depicted in Fig. 14. It is clear from
there that the frequency of the oscillating part of the solution increases with σn, leading
to more obvious features of the kink form. This straightforwardly corroborates what
was already predicted in Figs. 7 and 8, where the effect of σn on the coefficients was
contrary to that of α.

3.2.1.2 Modulational instability of a single mode

In the previous chapter, we detected regions of positive PQ, depending on the value of
α and σn. In general, the instability is a purely growing mode for Q/P > 0, which is
materialized by the MI growth rate. In Fig. 15, where the growth rate is represented
versus the perturbation wavenumber K, we have for example consider the case where
there are two regions, i.e., k < kcr,1 and k > kcr,2, respectively. In the first case, Γ is
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Figure 16: Panels show the critical wavenumber Kc versus (a) the negative ion concen-
tration ratio, α, and (b) the electro-to-negative ion temperature ratio, σn. In each of
the case one respectively changes σn and α, with k = 0.2 and ψ0 = 0.2.

Figure 17: The GR of MI is plotted versus the wavenumber K and the negative ion
concentration ratio. The small k−regime has been considered and different values of the
initial wavenumber are taken to be: (a1)-(b1) k = 0.1, (a2)-(b2) k = 0.15 and (a3)-(b3)
k = 0.2, with σn = 17.5 and ψ0 = 0.2.
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Figure 18: The GR of MI is plotted versus the wavenumber K and the negative ion
concentration ratio. The high k−regime has been considered and different values of the
initial wavenumber are taken to be: (a1)-(b1) k = 1.2, (a2)-(b2) k = 1.25 and (a3)-(b3)
k = 1.5, with σn = 17.5 and ψ0 = 0.2.

a decreasing function of k (see Fig. 15(a)), while in the second case, Γ increases with
k. We should however stress that we have fixed the value of α to 0.2, which to some
extend might not give all the information related to the onset of instability. In fact, two
parameters, α and σn, are considered to have strong impact on the emergence of nonlinear
patterns of the electric potential ϕ. This is also confirmed by the plots of Fig. 16, where
the critical wavenumber Kc = ψ0

√
|2Q/P | is strongly modified by the negative ion

parameters. In Fig. 16(a), Kc is plotted versus the negative ion concentration ratio α
and its dependence on the electron-to-negative ion temperature ratio σn is illustrated.
Inversely, in Fig. 16(b), Kc is shown versus σn and different values of α are used. It
then appears that Kc is an increasing function of both α and σn, and therefore may
affect importantly the instability growth rate Γ, along with the formation of modulated
IAWs. It might then be of importance to study the behaviors of such parameters when
one considers small and high regions of the unperturbed wavenumber k. In Fig. 17, for
example, we have plotted the growth rate versus K and α (Figs. 17(aj)j=1,2,3), and its
corresponding stability/instability diagrams (Figs. 17(bj)j=1,2,3), for different values of
k < kcr,1. The features of MI are described by a breast of instability, which gets reduced
with increasing k. On the other side, in Fig. 18, the same calculations are performed for
k > kcr,2, and Γ is an increasing function of k. The results of Figs. 17 and 18 therefore
confirm our prediction from Fig. 15. Beyond the effects of the unperturbed wavenumber
k, one may also notice that for k < kcr,1, only values of α between 0.1 and 0.3 are
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Figure 19: Growth rate of MI is plotted versus the wavenumber K and the electron-to-
negative ion temperature ratio σn. The case k < k1,cr has been considered and different
values of the initial wavenumber are taken to be: (a1)-(b1) k = 0.1, (a2)-(b2) k = 0.15
and (a3)-(b3) k = 0.2, with αn = 0.3 and ψ0 = 0.2.

Figure 20: Grow rate of MI is plotted versus the wavenumber K and the electron-to-
negative ion temperature ratio. The case k > k2,cr has been considered and different
values of the initial wavenumber are taken to be: (a1)-(b1) k = 1.2, (a2)-(b2) k = 1.25
and (a3)-(b3) k = 1.5, with α = 0.3 and ψ0 = 0.2.
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supposed to give rise to localized structures. Intervals for K also get reduced and for
k = 0.2, the instability region is well inside small K and small α (see Fig. 17(b3)). The
contrary is observed in Fig. 18, where high values of both α and K are expected to give
rise to trains of modulated waves. To complete our analysis, we have also plotted the MI
growth rate versus the ratio σn, still for the two different intervals of positive PQ. For
k < k1,cr, results are summarized in Fig. 19, where unstable wave patterns are expected
for values of σn higher than 15. However, with increasing k in that interval, the instability
region gets reduced as previously. Interestingly, the region of instability gets expanded
with increasing k within the interval k > kcr,2. Here, unstable wave patterns are expected
for all σn, but the corresponding interval of K gets expanded with increasing k as shown
in Fig. 20. To be more explicit, the two regions of k display different behaviors and the
increase, or decrease, of the growth rate Γ, both in the (K,α)− and (K, σn)−planes is
strongly affected by the wavenumber k. This also gives an idea on the concentration of
negative ions that may leads to the formation of modulated IAWs under the activation
of MI. In, the process, the nonlinearity of the plasma system is importantly modified,
and this conditions the formation and emergence of any kind of envelope trains of wave,
given that parameters are picked from regions of instability, while the initial plane wave
may propagate unperturbedly where such regions disappear.

3.2.2 Coupled mode analysis

3.2.2.1 Stability of plane wave solutions

In order to study the emergence of nonlinear IAWs in system Eqs.(117) via the activation
of MI, we consider its plane wave solutions in the forms N = a0e

jΩnτ and N ′ = a′
0e

jΩ′
nτ ,

given that the real amplitudes a0 and a′
0, and the frequencies Ωn and Ω′

n satisfy the linear
dispersion relation Ωn = Ω′

n = µ2a
2
0 +µ3a

′2
0. Small perturbations, δa(ξ, τ) and δa′(ξ, τ) ,

around the above unperturbed states can be introduced so that N = (a0 + δa)ejΩnτ and
N ′ = (a′

0 + δa′)ejΩnτ , leading to the linearized equations

j
∂δa

∂τ
+ µ1

∂2δa

∂ξ2
+ µ2a

2
0(δa+ δa∗) + µ3a0a

′
0(δa

′ + δa′∗) = 0,

j
∂δa′

∂τ
+ µ′

1

∂2δa′

∂ξ2
+ µ2a

′2
0(δa

′ + δa′∗) + µ3a
′
0a0(δa+ δa∗) = 0.

(153)

Moreover, assuming solutions for Eqs. (153) to be δa = Uej(Kξ−Ωτ) + V e−j(Kξ−Ω∗τ) and
δa′ = U ′ej(Kξ−Ωτ) +V ′e−j(Kξ−Ω∗τ), where K and Ω are respectively the wave number and
an arbitrary frequency of the perturbation, we find the following homogeneous system
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of equations for U , V , U ′ and V ′:




M11 + Ω M12 M13 M13

M12 M11 − Ω M13 M13

M13 M13 M11 + Ω M12

M13 M13 M12 M11 − Ω







U

V

U ′

V ′


 =




0

0

0

0


 , (154)

with the matrix elements being M11 = µ2a
2
0 − µ1K

2,M12 = µ2a
2
0 and M13 = µ3a

2
0.

Eqs. (154) will admit non-trivial solutions if its determinant is zero, which leads to the
nonlinear dispersion relation

Ω4 − AΩ2 +B = 0, (155)

with
A = 2(µ2a

2
0 − µ1K

2)2 + 2µ2
3a

4
0Ω

4 − AΩ2 = 0, (156a)

and
B = (µ2a

2
0 − µ1K

2)4 + 2µ2
3a

4
0

(
µ2

2a
4
0 − (µ2a

2
0 − µ1K

2)2
)
. (156b)

The plane waves, solutions of system (117), will then be stable if

A > 0, B > 0, and ∆ = A2 − 4B > 0. (157)

In order to verify the above conditions, we have plotted in Fig. 21 the parameters A, B
and ∆ versus the perturbation wavenumber K. For the whole analysis, we have fixed
α = 0.3 and considered σn = 16 for Fig. 21(aj)j=1,2,3 and σn = 22 for Fig. 21(bj)j=1,2,3.
Obviously, in all the cases, the parameter A and the discriminant ∆ are exclusively posi-
tive. The stability of the plane wave solutions just depends on the sign of the parameter
B, which for some values of plasma parameters and the wavenumber k presents both
negative and positive intervals. To remind, solutions for Eq. (155) are in general given
by

Ω2
± =

1

2

(
A±

√
A2 − 4B

)
. (158)

We note in Fig. 21(a) and Fig. 21(c) that the conditions A ≥ 0 and ∆ ≥ 0 are
systematically verified and therefore, the stability of the wave depends only on the sign
of B. In fact, if B < 0, the solutions Ω+ of Eq. (155) are reals, while solutions Ω− are
complex. In this second case, the gain of instability is determined by the absolute value
of the imaginary part of Ω2

− as followed:

Γ = Imag

{∣∣∣∣
√

Ω2
−

∣∣∣∣
}
. (159)

Moreover, the equation B = 0 has two non-zero solutions in perturbation wavenumber
values K, that we can name Kcr1 and Kcr2. Consequently, we can predict the waves to
be unstable for K being in the regions Kcr1 < K < Kcr2. To confirm this observation,
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Figure 21: Panels show plots of the parameters A and B of Eqs. (156a), (156b) and
the discriminant ∆ = A2 − 4B, versus the perturbation wavenumber K. For panels
(aj)j=1,2,3 and (bj)j=1,2,3, the wavenumber k takes the values 0.1,0.2 and 0.3. For the
upper panels, σn = 16, while for panels (bj)j=1,2,3, σn = 22. Panels (cj)j=1,2,3 are plotted
for different k with values 0.8, 0.9 and 1, with σn = 16. All the curves are obtained for
α = 0.3 and a0 = a′

0 = 0.05.
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Figure 22: Instability growth rate Γ versus the perturbation wavenumber K. Panel
(a) shows the instability intervals of K for small values of k and corresponds to the
stability/instability features discussed in Fig. 21(bj)j=1,2,3, while panel (b) displays the
growth rate of instability for big K, and corresponds to the results of Fig. 21(cj)j=1,2,3.

we plot in Figs. 22, the instability growth rate Γ as a function of K and for different
values of k. We note the existence of a critical value of the main wavenumber k that
we call here kcr. Thus, for k < kcr, Γ is a decreasing function of k , whereas, for
k > kcr, Γ increases with k as shown respectively in Fig. 22(a) and Fig. (22b). These
observations are nonetheless valid only for the fixed values of plasma electronegative
parameters such as α = 0.5 and σn = 15. The impact of these two parameters on the
stability can be demonstrated by making a 3D representation of the instability growth
rate, taking into account the regions of small and large values of k, that were detected
previously. In Figs. 23 for example, we have represented the growth rate Γ and the
corresponding densitiy plots, for k < kcr and identified two zones of instabilities where
amplitudes decrease when k increases. Although this conclusion confirms the decrease
of the growth rate amplitude as k increases, the existence of two regions of instabilities,
in this case, could not be predicted by the observations in Fig. (22). On the other
hand, in Fig. (23), for k > kcr, the instability growth rate, is described by a breast of
instability, as in the case of the propagation of a single wave. In this case, the increase of
k decreases the growth rate of the instability, thus confirming the predictions of Fig. 22.
The study of the σn effect allowed us to complete our analysis. In Fig. 24(aj)j=1,2,3,
we have represented Γ as a function of σn and K, for k < kcr. We observe one zones
of instability where amplitude decreases with k. while that of the other increases as k
increases. In Fig. 24(bj)j=1,2,3, where we represent Γ for three values of k > kcr, we
notice the existence of two regions of instability. In this case, the first zone of instability
disappears progressively, while the second zone expands as k increases.
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Figure 23: MI growth rate is represented in the (α,K)−plane in agreement with the
predictions in Fig. 22. Panels (aj)j=1,2,3 display results for k = 0.1, k = 0.2 and k = 0.3,
while panels (bj)j=1,2,3 show the stability/instability features for k = 0.8, k = 0.9 and
k = 1.0, with σn = 17 and a0 = a′

0 = 0.05.

Figure 24: MI growth rate is represented in the (σn, K)−plane in agreement with the
predictions in Fig. 22. Panels (aj)j=1,2,3 display results for k = 0.1, k = 0.2 and k = 0.3,
while panels (bj)j=1,2,3 show the stability/instability features for k = 0.8, k = 0.9 and
k = 1.0, with α = 0.1 and a0 = a′

0 = 0.05.
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Figure 25: Panels show plots of the quantity ∆ = µ1µ2−µ1µ3

µ2
2−µ2

3
versus the wavenumber k.

Each panel contains results for different values of the negative ion concentration ratio
α, and panel (a) corresponds to σn = 12, panel (b) corresponds to σn = 17 and σn = 22.

3.2.2.2 Coupled mode solutions

In the case of coupled solutions, the two components N and N ′ are considered to be dif-
ferent from zero. However, the type of solution will depend on the sign of the coefficient

∆ =
µ1µ2 − µ1µ3

µ2
2 − µ2

3

(160)

so that when ∆ > 0, Eqs. (117) will admit bright envelope solutions. On the contrary,
when ∆ < 0, dark-envelope solitons will be obtained as solutions. In doing so, we
have represented ∆ in Fig. 25, where each panel corresponds to a different value of
the electron-to-negative ion temperature ratio σn, Solutions for individual equations
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Figure 26: Panels show plots of the coupled solution (43). (a) and (b) show the spa-
tiotemporal behaviors of the coupled soliton solution for the respective values α = 0.1
and α = 0.2 of the negative-ion concentration ratio. (c)-(d) display the time effect on
the solution for α = 0.1. All the calculations have been made using the parameter values
σn = 22, n0 = n′

0 = 0.8, K1 = K2 = 0.05, ϵ = 0.02, k = 0.1 and k′ = −k.

Eqs. (117) are given by

N(ξ, τ) = N0sech(n0ξ + 2µ1n0K1τ)e
j(K1ξ−Ω1τ), (161a)

N ′(ξ, τ) = N ′
0sech(n

′
0ξ + 2µ1n

′
0K2τ)e

j(K2ξ−Ω2τ) × e
−j

(
λ
ϵ
ξ+ λ2

µ1
τ
)
, (161b)

where

N2
0 =

2n2
0µ1

µ2 + µ3

, N ′2
0 =

2n′2
0 µ1

µ2 + µ3

, Ω1 = −µ1(n
2
0 −K2

1), Ω2 = −µ1(n
′2
0 −K2

2), K2 = K1.
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Figure 27: Panels (a) and (b) show the space-time plots of the coupled solution (45) for
the respective values σn = 17.5 and σn = 19 of the electron-to-negative ions temperature
ratio. Panels (c)-(d) display the time effect on the coupled solution for different cases of
σn. The other parameter values have been taken as α = 0.33, n0 = n′

0 = 0.1, k = 0.02,
k′ = −k, ϵ = 0.02 and K1 = K2 = 0.01.

This leads to the coupled solution

ϕ(x, t) =
2ϵN0

k2 + a1

sech(ϵn0x+ ϵn0(2ϵµ1K1 − λ)t)

× cos{(ϵK1 − k)x+ (ω − ϵK1 − ϵ2Ω1)t} +
2ϵN ′

0

k′2 + a1

sech(ϵn′
0x+ ϵn′

0(2ϵµ1K2 − λ)t)

× cos

{
(λ+ ϵK2 − k′)x+

[
ω′ − λ2 + ϵ

(
ϵλ2

µ1

− λK2 − ϵΩ2

)]
t

}
+O(ϵ2).

(162)

Plots of the above coupled solution are given in Fig. 26, where the effect of the negative-
ion concentration ratio α has been considered. In the case ∆ < 0, solutions for system
Eqs. (117) are such that

N(ξ, τ) = N0 tanh(n0ξ + 2µ1n0K1τ)e
j(K1ξ−Ω1τ), (163a)

N ′(ξ, τ) = N ′
0 tanh(n′

0ξ + 2µ1n
′
0K2τ)e

j(K2ξ−Ω2τ) × e
−j

(
λ
ϵ
ξ+ λ2

µ1
τ
)
, (163b)
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Figure 28: Instability growth rate versus α, the negative ion concentration ratio. Insta-
bility features are obtained for different values of σn. Panel (a) corresponds to k = 0.8,
panels (b) and (c) to k = 1.2 and 1.5, respectively. The intervals of α that may lead
to unstable IAWs are those corresponding to Γ > 0. The rest of parameter values are:
α1 = α2 = 1.8, F0 = 0.25, G0 = 0.03 and µ1 = µ2 = 1.25.

with

N2
0 = − 2n2

0µ1

µ2 + µ3

, N ′2
0 = − 2n′2

0 µ1

µ2 + µ3

, Ω1 = −µ1(2n
2
0 +K2

1) − µ3N
′2
0 ,

Ω2 = µ1(2n
′2
0 +K2

2) − µ3N
2
0 , K2 = K1.

The general solution of the system from the above set of solutions is obtained in the
form

ϕ(x, t) =
2ϵN0

k2 + a1

tanh(ϵn0x+ ϵn0(2ϵµ1K1 − λ)t)

× cos{(ϵK1 − k)x+ (ω − ϵK1 − ϵ2Ω1)t} +
2ϵN ′

0

k′2 + a1

tanh(ϵn′
0x+ ϵn′

0(2ϵµ1K2 − λ)t)

× cos

{
(λ+ ϵK2 − k′)x+

[
ω′ − λ2 + ϵ

(
ϵλ2

µ1

− λK2 − ϵΩ2

)]
t

}
+O(ϵ2).

(164)

Fig. 26 exhibits the dependency of the coupled solutions on the electron-to-negative ions
temperature ratio σn. This panels show that the frequency of the oscillating modes
increases as σn becomes large.

3.3 Two-dimensional mode excitations

Panguetna Chérif S. 77 Ph.D. Thesis



Departement of Physics Faculty of Sciences (UYI )

3.3.1 Modulational instability of the 2D mode

It was shown in Refs. [19, 138], it was shown that some values of α and σn do not
support the formation of nonlinear waves in ENPs. In order to verify this for the rest
of the calculations, we have first plotted the growth rate of MI versus the negative ion
concentration ratio α, for different values of σn, with fixed perturbation wavenumbers
µ1 and µ2. The growth rate plotted in Fig. 28 is given by Γ =

√
−ν2

1 , and should be
positive for instable patterns to emerge. Indeed, the results presented in Fig. 28 confirm
the fact that not all the values of the plasma parameters will lead to solitonic structures
in this plasma system. In the first case, for k = 0.8, there are clearly two regions
where Γ > 0, with one belonging to the interval α < 0.16 and the other appearing in
the interval α > 0.38. The second interval expands with increasing σn, while the first
reduces and even becomes inexistent for high values the temperature ratio σn. Fixing
k = 1.2, the same behavior persists, except that for σn = 9.5, only the interval of the
small α appears, while the interval for high α latter appears when σn increases. One
may also notice the behavior in Fig. 28(c) of Γ, where additional unstable regions appear
for higher σn and k = 1.5. Using these intervals of α, we have illustrated some features
of the instability spectrum in Fig. 29 in the (σn, µ2)−plane for α picked respectively
from small and high regions of Fig. 28, for different values of k and µ1 = 1.25. Note
that regions with contour lines indicate where unstable wave patterns are expected
to emerge, while the plane wave is supposed to remain stable in the remaining blue
regions. In Fig. 29 (aj)j=1,2,3, we have for example fixed k = 0.8, when α takes the
respective values 0.01 (see Fig. 29(a1)), 0.015 (see Fig. 29(a2)) and 0.02 (see Fig. 29(a3)).
Obviously, with increasing the negative ion concentration ratio, the region of instability
gets more and more reduced and the highest value of the growth rate delocalizes. To
plot Fig. 29(bj)j=1,2,3, we have considered k = 1.2, α keeping the respective values
as previously. Interestingly, the single region of instability observed here progressively
splits into two regions with increasing α. Also, the left region of instability tends to
disappear in favor of the right one, therefore leading almost to the case of Fig. 29(a1).
The last case, i.e., Fig. 29(cj)j=1,2,3, has been obtained for k = 1.2, but with α taking
high values, i.e., 0.5 (see Fig. 29(c1)), 0.7 (see Fig. 29(c2)) and 0.8 (see Fig. 29(c3)).
The features of instability are different in this case and the instability region delocalizes
as α increases. Also, for the particular case of Fig. 29(c2), the region where IAWs
are expected is quite large compared to the other two cases. We also confirm that
the case of Fig. 29(c3) is included in Fig. 29(c2). To remind, when parameters are
picked from regions of instability, nonlinear modulated IAWs are expected to evolve
in the system. This is confirmed to be fully sensitive to the electronegative character
of the plasma studied here, which implies that the criterion (124) gives more exotic
behaviors of the instability of IAWs than the one-dimensional case, and particularly
the case that does not specifically include the presence of negative ions among other
species. Nevertheless, the linear stability analysis gives only information about regions of
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Figure 29: The instability growth rate is plotted in the (σn, µ2)−plane in agreement with
the intervals of α found in Fig. 28. In panels (aj)j=1,2,3, we have fixed k = 0.8 and: (a1)
α = 0.01, (a2) α = 0.015 and (a3) α = 0.02. In panels (bj)j=1,2,3, we consider k = 1.2,
while α takes the respective values as in panels (aj). Panels (bj)j=1,2,3 are plotted for
k = 1.2, but α takes the respective values 0.5, 0.7 and 0.8, which corresponds to the
respective panels (c1), (c2) and (c3). We have also fixed α1 = α2 = 1.8, F0 = 0.25,
G0 = 0.03 and µ1 = 1.25.
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Figure 30: Panels show wave patterns due to MI in the DS model (31), using Eqs. (32)
as initial conditions. Numerical solutions are obtained at time τ = 200. Panels (a1)-(b1)
have been plotted for (α = 0.01;σn = 12.5), panels (a2)-(b2) for (α = 0.02;σn = 12.5)
and panels (a3)-(b3) (α = 0.9;σn = 22.5), with the other parameter values being:
α1 = α2 = 1.8, F0 = 0.25, G0 = 0.03, µ1 = µ2 = 1.25 and k = 1.2.

parameters where the trains of waves and soliton-like structures may be expected. It does
not say anything about the long-time evolution of the investigated waves. Appropriate
numerical results, via direct numerical simulation of the DS Eqs. (120), using Eqs.(121)
as initial conditions, are consequently depicted in Fig. 30. Parameters have mainly been
picked from the theoretically predicted instability regions of Figs. 29, which confirms
the accuracy of our stability analysis of the plane wave solution. We should stress that
unstable regions of parameters are those where the plane wave solution breaks into
solitonic trains as the result of the competition between nonlinearity and dispersion.
Here obviously, we spontaneously get dromion-lattice structures, significant excitations
that are localized in all directions of the plasma with constant period. Figs. 30(aj)j=1,2,3

show the amplitude of F (τ, ξ, η) and Figs. 30(bj)j=1,2,3 show their corresponding density
plots at time τ = 200. Most importantly, it is clearly visible that the frequency of the
obtained patterns is very sensitive to the variation of the electronegative parameters α
and σn. For the case of Figs. 30 (a1)-(b1) and (a2)-(b2), for example, we have respectively
fixed (α = 0.02;σn = 12.5) and (α = 0.08;σn = 12.5). With increasing the value of α,
leaving σn constant, there is an increase in the frequency of the dromion-lattices. This
was already pointed out by El-Tantawy et al. [137] in the case of the breather solutions of
the one-dimensional model. We should stress that values for α and σn, to illustrate these
two cases, were picked from Fig. 29(a3). In Figs. 30(a3)-(b3), we have rather considered
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Figure 31: (a)γ1/γ2 is plotted versus the wave number k for σn = 12.5, with different
values of αn picked from the diagrams of Fig. 28. (b) γ3 is plotted versus k under the
same conditions, using the same values of parameters. For any k > 0, γ1/γ2 is positive,
while γ3 presents positive and negative regions.

the couple of parameters (α = 0.9;σn = 22.5), which corresponds to the region of
instability detected in Fig. 29(c2). For these regions, one notices a significant increase
in the frequency of the dromions, which shows that α and σn cause the explosion of
unstable wave patterns. Moreover, one might notice the decrease in the wave amplitude
when α and σn increase. In the recent years, dromion solitons have been found to be
exact solutions for the DS-I equation. The fact that they are obtained here under the
activation of MI is a clear sign that when values of parameters are suitably chosen, the
set of Eqs. (120) may adopt the DS-I equation comportment and exact dromion solutions
may therefore be derived as proposed in the next section.

3.3.2 One- and two-dromion structures

The DS equations are divided into two types, the DS-I and DS-II equations, depending
on the sign and values of parameters, and the physical systems studied [75, 140]. Here,
obviously, from the previous section, one may obtain the two types of systems. However,
the dromion soliton solutions obtained numerically in Figs. 30 are solutions of the DS-I
system. It has been shown that the system of Eqs.(120) may display DS-I behaviors if
the conditions [42]

γ1/γ2 > 0 and γ3 > 0 (165)

are satisfied. These might then be the necessary conditions to find dromion solutions.
The regions of parameters where this is possible are displayed in Fig. 31, where γ1/γ2

and γ3 are plotted versus the wavenumber k, for different values of the negative ion
concentration ratio α. In Fig. 31(a), the first condition is exclusively fulfilled, given that
γ1/γ2 is always positive for any k > 0. Obviously, the condition on γ3 is the only one
that influences the form of Eqs.(120) (see Fig. 31(b)). It should be noticed that the
intervals of k, where γ3 > 0, change with α and there, Eqs.(31) will take the DS-I form.
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Figure 32: γ3 is plotted versus the wavenumber k for σn = 22.5, with α taking different
values as predicted in the diagrams of Fig. 28. For any k > 0, γ3 presents positive and
negative regions, which correspond to the DS-I domain.

Otherwise, when γ3 < 0, Eqs.(120) will turn into the DS-II form. In the particular
case of Fig. 31, the region where γ3 > 0 gets expanded with increasing α. Here, we
have fixed σn = 12.5. In order to complete this analysis, we have increased σn to 22.5
to plot γ3 as given by Fig. 32. Contrarily to what is observed in Fig. 31, the region
where γ3>0 gets reduced when α increases. It i important to precise that together with
the wavenumber k, the plasma parameters α and σn have been shown to importantly
influence the occurence of MI and in turn, some of the regions where γ3 is positive are
those detected in the study of MI, principally in Fig. 28. Using this, finding solutions
for Eqs.(30) might require the dependent and independent variables to be rescaled so
that

Q = γ3|F |2 + γ4G, ξ′ =
1√

δ1γ3 + δ2γ4

ξ, η′ =
1√

γ3 − δ3γ4

η. (166)

We also rotate the coordinate axes by 45 degrees and we introduce the following new
independent variables

X =
1√
2
(ξ′ + η′), Y =

1√
2
(ξ′ − η′). (167)

Substituting the above into Eqs.(120) leads to the following idealized form of the DS-I
system

iFτ + a(FXX + FY Y ) + bFXY + FQ = 0, (168a)

a′(QXX +QY Y ) + b′QXY + 2(|F |)2
XY = 0, (168b)

where a, a′, b and b′ are constants given by

a =
γ1

2(δ1γ3 + δ2γ4)
+

γ2

2(γ2 − δ3γ4)
, b =

γ1

2(δ1γ3 + δ2γ4)
− γ2

2(γ2 − δ3γ4)
,

a′ =
δ1

2(δ1γ3 + δ2γ4)
− 1

2(γ2 − δ3γ4)
, b′ =

δ1
2(δ1γ3 + δ2γ4)

+
1

2(γ2 − δ3γ4)
.

(169)
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It is obvious that even after the different transformations, the above set of equations still
depends on the plasma parameters, especially α and σn. In order to solve Eqs.(168),
they can be transform into the bilinear forms

DXY f.f = m (g · g∗) and (iDτ + a(DXX +DY Y ) + bDXY )g · f = 0, (170)

through the variable transformation

F =
g

f
and Q = c(ln f)XY , (171)

where the Hirota bilinear D−operator is defined by

Dn
xg · f = (∂x1 − ∂x2)

nf(x1)g(x2)|x2=x1=x. (172)

The functions f and g can be expanded in the form of power series as f = 1 + δ2f2 +

δ4f4 and g = δg1 + δ3g3, where δ is an arbitrary parameter. The different solutions are
found by replacing f and g into Eq.(170) and collecting terms with the same power in
δ. The remaining calculations are made to find g1, g3, f2 and f4. However, a general
expression for g1 is given by

g1 =
N∑

j=1

exp θj, with θj = kjX + ljY − jωjt+ αj, (173)

where kj, lj and αj are complex constants. For the rest, the Hirota method as been
presented in chapter two. The one- and two-dromion solutions have been proposed in
[42]. In what follows, we exploit those results in order to discuss the features of such
waves in ENPs.

3.3.2.1 The one-dromiom soliton

The generalized form of the one-soliton solution is given by

F1D =
g1D

f1D

=
ρ exp(θ1 + θ2)

1 + α exp(θ1 + θ∗
1) + β exp(θ2 + θ∗

2) + γ exp(θ1 + θ∗
1 + θ2 + θ∗

2)
, (174)

where |ρ|2 = (p1 + p∗
1)(p2 + p∗

2)(γ − ζβ), θ1 = p1X + ω1t+ α1 and θ2 = p2Y + ω2t+ α2,
with ζ, β, and γ being real positive constants, ω1 = iap2

1 and ω2 = iap2
2. It should

be noticed that the relative sign of the real parts of p1 and p2 determines whether γ
should be larger or smaller than ζβ. Using suitable values of parameters, especially the
couple (α, k), we obtain the one-dromion solition shown in Figs. 33(a)-(d), where upper
panels display plots of the the dromion solution and the lower panels display their density
plots. From solution (174), ϕ(1)

1 (X, Y, t) = (k2 +a1)F1D has been represented at different
instants, and one clearly sees how its shape and amplitude are conserved. However, these
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Figure 33: Panels (a)-(d)show the surface and corresponding density plots of the one-
dromion solution (174) in the (X,Y )−space at different instants. (e) and (f) show the
effect of the ENP parameters, α and σn, on the amplitude and width of the one-dromion
solution. For (a)-(d) parameters are fixed as: k = 0.15, α = 0.2 and σn = 5.5. For (e)
and (f) we have used the values for α and k with changing σn.
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Figure 34: Panels show the elastic collision of the two-dromion solution (175) in the
(X, Y )−space at different instants. In (aj)j=1,2,3, two dromions of the same amplitude
interact and keep their individual characteristics after collision. In panels (bj)j=1,2,3, a
small dromion and a highly localized one interact and there is an equipartition of energy
after collision, leading to two identical waves, with the same characteristics. Parameters
are k = 0.15, α = 0.2 and σn = 5.5.

characteristics are sensitive to the plasma parameters as shown in Figs. 33 (e) and (f).
We have fixed α = 0.25 and, as a whole, for σn < 10, the amplitude is a decreasing
function of σn as shown in Fig. 33(e). Contrarily, Fig. 33(f) shows that the amplitude
of the dromion increases with σn > 10. Importantly, the width of the solution gets
expanded when σn increases in both cases.
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3.3.2.2 The two-dromion soliton

One can proceed in a similar way and find the two-dromion solution in the form

F2D =

{
ρ11 exp(θ1 + θ3) + ρ12 exp(θ2 + θ3)

+ ρ21 exp(θ1 + θ∗
1 + θ2 + θ3) + ρ22 exp(θ1 + θ2 + θ∗

2 + θ3)

}





1 + A exp(θ1 + θ∗
1) +B exp(θ2 + θ∗

2) + C exp(θ3 + θ∗
3) +D(exp(θ1 + θ∗

2)

+ exp(θ2 + θ∗
1)) + E(exp(θ1 + θ∗

2 + θ3 + θ∗
3) + (exp(θ2 + θ∗

1 + θ3 + θ∗
3))

+ F exp(θ1 + θ∗
1 + θ2 + θ∗

2) +G exp(θ2 + θ∗
2 + θ3 + θ∗

3)

+G exp(θ1 + θ∗
1 + θ3 + θ∗

3) + I exp(θ1 + θ∗
1 + θ2 + θ∗

2 + θ3 + θ∗
3)





,

(175)
where A, B, C, D, E, F , G, H, I are real positive constants. θ1, θ2 and θ3 are as-
sumed as θ1 = p1X + ω1t + β1, θ2 = p2X + ω2t + β2, θ3 = p3Y + ω3t + β3, with the
conditions ω1 = iap2

1, ω2 = iap2
2 and ω3 = iap2

3. Commonly, solitonic structures un-
dergo elastic and inelastic collisions where they exchange or share energy [108]. During
elastic collisions the two waves conserve their respective characteristics before and af-
ter interacting as shown in Fig. 34(aj)j=1,2,3,4 at different instants. Another scenario,
which may arise during elastic collisions is energy equipartition. This is for example
depicted in Fig. 34(bj)j=1,2,3,4. When two dromions with different amplitudes and width
interact, the one with the highest amplitude may transfer some energy to the small one,
the whole process leading to two identical dromions of equal amplitude and width. In
Fig. 35, a different spectrum of behaviors is obtained, where the two dromions initially
having the same amplitude, interact and merge into one. This is not surprising, as the
phenomenon of inelastic collision is inherent to multi-component plasmas, which may
include electrons, positive and negative ions [96,154]. This is one of the main mechanism
leading to the production of plasma particles, via energy recombination among the avail-
able dynamical modes [96, 154]. Experiments on plasmas have shown the existence of
interacting solitons, as it was the case in a monolayer strongly coupled complex (dusty)
plasma [119]. One may also notice the contribution by Mandal and Sharma [103, 104]
who reported interacting solitons in the electron-acoustic regime of collisionless plas-
mas. Using a one-dimensional ENP model, interaction between positive and negative
solitons was studied with emphasis on the coupled effects of α and σn [138]. However,
in the latest context, dromion solutions have not been reported in the literature, includ-
ing their response to strong concentration of negative ions and the subsequent plasma
temperature.
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Figure 35: Panels show inelastic collision time frame of two identical dromions in the
(X, Y )−space at different instants. After collision, the two waves merge into one, which
carries the sum of the energies brought by each of the dromions. Parameters are: k =
0.15, α = 0.2 and σn = 5.5.

3.4 Electronegative (3+1)-dimensional modulated ex-
citations

Relying on the linear stability analysis performed in chapter 2 for (3+1)-dimensional
DS-equations, there will be instability if the frequency Ω is complex, i.e., Ω2 < 0.
According to expression (129), this mainly depends on the product P ×Q and the value

of the perturbation wavenumber which is such that K < Kcr = F0

√
2Q
P

. There will
be instability if the frequency Ω is complex, i.e., Ω2 < 0. Although we obtain a result
similar to the one in Ref. [35], we remark here that the instability condition depends
of the angle θ which may lead to different instability scenarios as shown in Fig. 36,
where P ×Q is plotted versus the modulation angle θ, additionally to the effects of the
plasma parameters. In Fig. 36(a), for example, σn = 5.5 and one observes two lateral
regions of instability for α = 0.01, especially in the intervals 0.1π ≤ θ ≤ 0.23π and
0.75π ≤ θ ≤ 0.88π. However, with α = 0.08 and 0.2, one observes a central region
of instability which excludes the lateral ones observed previously. This later behavior
persists for σn = 16 as the central instability interval of θ gets expanded when α increases
(see Fig. 36(b)). More interestingly, lateral regions of instability appear once more for
σn = 22.5, with α = 0.01, in the intervals 0 < θ ≤ 0.22π and 0.78π ≤ θ ≤ π (see
Fig. 36(c)). With increasing α, the previous central region, where P × Q > 0, appears
again, and tends to expand. In general, MI is characterized by its growth rate given by
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Figure 36: Panels show the plots of the product P × Q versus the modulation angle θ,
under the influence of the plasma parameters σn and α. Each panel corresponds to a
value of σn submitted to the increasing effect of α.

the expression

Γ =
√

−Ω2 = |PK|
√

2
QF 2

0

P
−K2. (176)

Fig. 37 is a good illustration of the above growth rate of instability which has been plotted
versus the perturbation wavenumber K and the electron-to-negative ion temperature
ratio σn. We have in fact considered different values of the modulation angle θ to clearly
illustrate what is discussed in Fig. 36. Panels (aj)j=1,2,3 have been plotted for θ = π/10,
a value that gives rise to instability domains. Especially, for k = 0.70, one notices the
coexistence of two regions of instability, both for very small and high σn, that disappear
with increasing θ as shown in Fig. 37(b3). For the rest, θ and k have the effect of
reducing the instability domain expansion. Those regions are where modulated IAWs
are expected, depending on the right choice of both the wave and plasma parameters.
In what follows, depending on the value of θ, we address two main cases known as the
parallel and the transverse modulations [35].

3.4.1 Parallel modulation

Parallel modulation is obtained for θ = 0, which reduces the coefficients P and Q to the
simplified expressions

P = γ1 and Q = γ3 +
γ4δ2
δ1

. (177)

Interestingly, the above two coefficients still depend of the wavenumber k as clearly
depicted by Fig. 38 (a1) and (a2). In this case, the sign of P remains negative with
changing the value of the electron-to-negative ion temperature ratio σn. However, due
to the later, there are regions of k where the nonlinearity coefficient Q is positive or
negative. This brings about some instability regions as shown in Fig. 38(a3), where
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Figure 37: The growth rate of MI is plotted versus the wavenumber K and the electron-
to-negative ion temperature ratio σn in the generalized case, i.e., θ ̸= 0. Panels (aj)j=1,2,3

corresponds to to θ = π/10, panels (bj)j=1,2,3, gives results for θ = π/5 and panels
(cj)j=1,2,3 have been recorded for θ = π/3. The three columns correspond to different
values of the wavenumber k, with α = 0.8.
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Figure 38: The dispersion coefficient P , the nonlinearity coefficient Q and the product
P × Q are depicted versus the wavenumber k for different values of the electron-to-
negative ion temperature ratio σn. Panels (aj)j=1,2,3 correspond to the parallel modu-
lation, i.e., θ = 0, while panels (bj)j=1,2,3 stand for the perpendicular modulation, i.e.,
θ = π/2. The solid blue line corresponds to σn = 5, the dashed-red line corresponds to
σn = 16.0 and the dotted-yellow line corresponds to σn = 22.5, with α = 0.

we have plotted the product P × Q. Specifically, for σn = 5, P × Q presents two
positive regions, i.e., 0 < k < 0.25 and 0.32 < k < 0.85. For the rest, only one region
of instability exists for σn = 16 and 22.5, which are respectively 0.3 < k < 0.5 and
0.42 < k < 0.6. Using these values of the wavenumber k, we have also plotted the
MI growth rate in Fig. 39 versus the perturbation wavenumber K and σn. While the
different panels (aj)j=1,2,3 correspond to different values of the wavenumber k, they have
been plotted when the negative ion concentration ratio takes the value α = 0.1. There,
regions of instability are detected and one sees how sensitive they are to the values of k.
Along the same line, still considering the previous values of k, the MI growth rate has
been plotted for α = 0.5 and the corresponding results are recorded in Fig. 39(bj)j=1,2,3.
Compared to the case in panels (aj)j=1,2,3, regions of instability are restricted to small
values of the electron-to-negative ion temperature ratio σn.
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Figure 39: The growth rate of MI is plotted versus the wavenumber K and the electron-
to-negative ion temperature ratio σn for the parallel modulation (θ = 0). The columns,
from left to right correspond respectively to k = 0.1, 0.18 and 0.20. The upper line, i.e.,
panels (aj)j=1,2,3 corresponds to to α = 0.1 and the lower line, made of panels (bj)j=1,2,3,
gives results for α = 0.5.

3.4.2 Transverse modulation

The transverse modulation is obtained for θ = π/2, which reduces P and Q to

P = γ2 and Q = γ3 − γ4δ3. (178)

They are plotted in Figs. 38 (b1) and (b2). Contrarily to the case θ = 0, the dispersion
parameter P remains positive with changing σn, while the value of Q is very sensitive to
such a change. Also in this case, there are regions of instability, i.e., where P ×Q > 0,
as shown in Fig. 38(b3). Obviously, regions of k where MI is expected are the opposite
of what has been obtained in Fig. 38(a3). If only very limited values of k can give
rise to instability for σn = 5, regions of instability are more obvious for σn = 16 and
22.5. For each of the later cases, there are two regions of instability 0.23 < k < 0.5 and
0.5 < k < 0.55 for σn = 16; 0.45 < k < 0.6 and 0.6 < k < 0.75 for σn = 22.5. The
detected regions of k may indeed give rise to unstable patterns as shown in contour plot
of the MI growth rate of Fig. 40. In Figs. 40(aj)j=1,2,3, we have considered α = 0.1 as
in Fig. 39, except that here, one notices a delocalization of the instability domain in the
(σn, K)−plane. To remind, for the case of the parallel modulation, instability has been
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Figure 40: The growth rate of MI is plotted versus the wavenumber K and the electron-
to-negative ion temperature ratio σn for the perpendicular modulation (θ = π/2). The
columns, from left to right correspond respectively to k = 0.22, 0.38 and 0.70. The
upper line, i.e., panels (aj)j=1,2,3 corresponds to to α = 0.1 and the lower line, made of
panels (bj)j=1,2,3, gives results for α = 0.5.

detected in regions of small σn, i.e., values that belong to the interval 0 < σn < 10. For
the transverse modulation, modulated IAWs may mainly be found in regions belonging
to the interval 10 ≤ σn ≤ 30. In Fig. 40(bj)j=1,2,3, we have fixed α = 0.5. Compared to
Fig. 39(a1), the regions of K giving rise to instability are larger in Fig. 40(b1). There is
indeed instability delocalization for k = 0.38, where regions of instability belong to the
interval 9.8 ≤ σn ≤ 28.5 (see Fig. 40(b2)). The detected region gets more reduced both
in the K− and σn− directions, when k = 0.70, as depicted in Fig. 40(b3).

3.5 Low relativistic ENPs: modulational instability
and rogue waves

The procedure presented in Sec. 2.5.1. is followed here, leading to a dispertion relation
having the form of Eq.(119), with the critical wavenumber of the perturbation being

Kcr = ψ0

√
2Q
P

. For the plane wave to be unstable under modulation the condition
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Ω2 < 0 should be satisfied, i.e.,

K < Kcr = ψ0

√
2Q

P
, (179)

which clearly shows that for PQ > 0, the amplitude modulated envelope is unsta-
ble. This includes several factors related to the ENP system, including the electron-
to-negative ion temperature ratio, the negative ion concentration ratio and the newly
introduced relativistic parameter α1. The relativistic character of the studied plasma
system clearly appears in the expression of the nonlinearity coefficient Q, which can be
rewritten in the form

Q = Qrel +Q0, (180)

Q0 being the non-relativistic expression that was obtained previously in Eq.(41), which
was found to be negative, so that the analysis of MI was found to be controlled by the
expression of Q that was positive or negative for some values of the wavenumber k.
We should stress that the coefficient of dispersion in the present study keeps the same
expression, and therefore keeps the same features as in non-relativistic model. For its
part, the relativistic contribution in the expression of Q is such that

Qrel =
3k2ω

4
α1, (181)

and the MI criterion PQ > 0 is given by (Qrel +Q0) ×P > 0. Indeed, this criterion can
be expanded to get

Q0P >
9α1ω

6a1

8k2
, (182)

where the right-hand side is what was obtained for the non-relativistic ENP. Therefore,
the relativistic contribution is a perturbation to the case of non-relativistic model, which
to the best of our knowledge has not been discussed extensively. In the meantime,
knowing Q0P , it is possible to find the range of α1 that gives rise to MI through the
inequality

α1 <
8k2

9ω6a1

Q0P = α1,cr. (183)

Obviously, the critical value of the relativistic parameter depends on the plasma pa-
rameter, and its value is sensitive to the change of the negative-ion concentration ratio,
for example, as shown in Fig. 41. We note that in any of the cases, α1 should remain
positive for MI to occur. Fig. 41(a) has been plotted for σn = 11.5 and displays the
response of α1 to the absence of negative ions (α = 0) and its comportment when the
plasma contains negative ions (α = 0.1). In the first case, there are two regions where α1

is positive, and such regions, labelled MI, are likely to support the formation of envelope
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Figure 41: Panels show plots of the critical value of the relativistic parameter α1, versus
the wavenumber k, for different values of the electron-to-negative ion temperature ratio.
The blue corresponds to α = 0 and the red line corresponds to α = 0.1, with: (a)
σn = 11.5 and (b) σn = 21. Regions of modulational instability are denoted by MI,
while regions of modulational stability are indicated as MS.

bright solitons, this in presence of negative ions. However, the absence of negative ions
is characterized by only one region where α1 is positive or region of MI. In Fig. 41(b),
the value of the electron-to-negative ion ratio is increased to 21. One observes that in
absence of negative ions, there is still one region where α1 is positive, but the two re-
gions brought by the presence of negative ions in Fig. 41(a) merge to form only one large
region. Therefore, the electron-to-negative ion temperature ratio enlarges the domain
of k and α1 that may lead to the formation of bright, or NLS, envelope solitons as the
consequence of MI. One should remember that for intervals of k where α1 < 0, no MI
should be expected. Such regions in Fig. 41 are indicated by the label (MS). Some of
the values of α1 appearing in those areas have been chosen to plot the product PQ in
Fig. 42. Fig. 42(a) has been obtained for the value σn = 5 of the electron-to-negative
ion temperature ratio. There, the instability domain is very sensitive to the change in
α1, and there exists only one region of instability for a value k > kcr of the wavenumber.
However, the region of stability expands with increasing α1. In Fig. 42(b), there is only
one interval of instability for the non-relativistic case, while for α1 = 5, two regions of
instability appear. However, when σn = 10, the emerging small region of instability
disappears. This behavior becomes more obvious in Fig. 42(c), where σn = 21. For
α1 = 0, the non-relativistic system presents one large region of instability, which breaks
into two regions under relativistic effects. Based on all the above calculations, it is clear
that critical wavenumber of perturbation given by Eq.(179) can also be rewritten in a
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Figure 42: Panels show how the product PQ responds to the change in α1. (a) corre-
sponds to σn = 5, (b) to σn = 11.5 and (c) to σn = 21. The blue line corresponds to the
non-relativistic case, while the red and color lines picture the correction brought by the
relativistic parameter α1, with α = 0.3.
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Figure 43: Panel shows plots of the critical Kcr versus the relativistic parameter α1, in
the absence (α = 0) and presence (α = 0.1) of negative ions, with σn = 21.
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way we perceive clearly the relativistic contribution in the form

Kcr =
Kcr,0√
1 + Qrel

Q0

, (184)

where Kcr,0 = ψ0

√
2Q/P is the critical value of K obtained for the non-relativistic

case. Eq.(189) suggests that if Q0 → ∞, the non-relativistic problem will be retried.
Otherwise, relativistic effects will be present in the system and influence the features
of Kcr as shown in Fig. 43, where the two curves give information both in absence and
presence of negative ions. In general, Kcr is an increasing function of α1, but the range
for instability to occur is larger than when negative ions are absent. In such intervals,
one may expect the appearance of RWs. Despite the NLS equation support for spatially
localized envelope soliton such as the bright and dark-type solitons, there is a hierarchy
of freak (rational) solutions to the self-focusing NLS equation. These solutions represent
excitations due to the MI of plasma and known as the RWs [83, 150]. They have been
described as waves which appear from nowhere and disappear without a trace. There
is also an extensive literature studying various types of solitons on finite background
(SFB) consisting of a localized nonlinear structure evolving upon a nonzero background
plane wave. A general SFB solution of the NLS equation has been explicitly proposed
in the form [81,97,112,139,155]

ψ(ξ, τ) =

√
2P

Q

{
(1 − 4a) cosh(2bPτ) +

√
2a cos(cξ) + j sinh(2bPτ)√

2a cos(cξ) − cosh(2bPτ)

}
exp(2iPτ).

(185)
Here, the single governing parameter a determines the physical behaviour of the solution
through the function arguments b =

√
8a(1 − 2a) and c = 2π

L
= 2

√
1 − 2a, with L being

the periodicity length of the solution [97,112]. We should stress that the above solution
(185) can describe three different kinds of breather solutions, depending on the value
of a. The super RW solutions of the focusing NLS equation (51) are localized both in
time and space. There are, in fact, two such solutions, the Peregrine soliton and the
second-order rogue wave soliton. Although the Peregrine RW is derived as a limiting
case of the KM breather, especially when a → 1/2, the two types of solutions can be
obtained using the generalized expression [146]

ψk(ξ, τ) =

√
2P

Q

{
(−1)k +

Gk(ξ, τ̄) + 2jPτHk(ξ, τ̄)

Fk(ξ, τ̄)

}
exp(2jPτ), (186)

where k is the order of the solution and τ̄ = 2Pτ . The functions Gk(ξ, τ̄), Hk(ξ, τ̄) and
Fk(ξ, τ̄) are polynomials in variables of τ̄ and ξ, with Fk(ξ, τ̄) not having no real zero.
In order to get the two solutions, we will restrict our study to the cases k ≤ 2.

The growth of periodic perturbations on a plane wave background arising in many
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Figure 44: Panels show the surface and contour plots of the Akhmediev Breather, with
their corresponding density plots, for different values of the relativistic parameter: (a)
α1 = 0.1, (b) α1 = 0.2 and (c) α1 = 0.3. Values for the rest of parameters are α = 0.1,
σn = 11.5 and k = 1.8.

nonlinear dispersive systems is the consequence of the fundamental property of MI, this
in the narrow band approximation. Beyond this context, the nonlinear stage of MI
is described by the exact breather solution of the NLS, which has been considered as
prototypes of RWs [133–136], that can be analytically studied under the conditions that
allow MI to emerge in the NLS equation. For example, Figs. 44 and 45 give plots of

Figure 45: Panels show the evolution and contour plots of the Kuznetsov-Ma Breathers,
for different values of the relativistic parameter: (a) α1 = 0.1, (b) α1 = 0.2 and (c)
α1 = 0.3. Values for the rest of parameters are α = 0.1, σn = 11.5 and k = 1.

the Akhmediev breather (AB) [112] and the KM breather [9,99], respectively. The AB,
from solution (185) is obtained for 0 < a < 1/2, and the largest modulation occurs for
τ = 0, with the maximum of the envelope at ξ = 0. For its part, the KM breather is
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Figure 46: Panels show the evolution and the corresponding contour plots of the funda-
mental/Peregrine soliton for different values of the relativistic parameter: (a) α1 = 0.1,
(b) α1 = 0.2 and (c) α1 = 0.3. Values for the rest of parameters are α = 0.1, σn = 10
and k = 1.2.

obtained for 1/2 < a < ∞. Its explicit expression has been proposed in the form [9,99]

ψKM(ξ, τ) =

√
2P

Q

{
1 +

2(1 − 2a) cos(2b1Pτ) − jb1 sin(2b1Pτ)√
2a cosh(c1ξ) − cos(2b1Pτ)

}
exp(2jPτ), (187)

where b1 = −jb =
√

8a(2a− 1) and c1 = −jc =
√

4(2a− 1). This waveform is localized
in space, but periodic in time. Interestingly, one can recover the Peregrine solution in
the limit of infinite temporal period. It was reported recently by El-Tantawy et al. [139]
that these breather solutions are very sensitive to the change in ENP parameters such
as α and σn. However, the MI in the improved model has also shown big changes
in the features of MI due the presence of the relativistic parameter α1. This is also
ostensible in the panels of Fig. 44, where the time and spatial expansion of the breather
get modified with increasing α1, this because it appears in the exponential growth-rate
of the MI through Q = Q0 +Qrel. For the KM breather, the relativistic parameter has
the effect of increasing the temporal separation between the adjoining solitonic objects
and decreasing their amplitude, which implies reduction nonlinear effects, causing energy
loss and wave amplitude drop. From Eq.(186), the Peregrine soliton is obtained for
k = 1, with the polynomials H1, G1 and F1 being such that H1(ξ, τ̄) = 2G1(ξ, τ̄) = 8

and F1(ξ, τ̄) = 1 + 4ξ2 + 16(Pτ)2. The corresponding solution is written in the form
[114,146,152]

ψP (ξ, τ) =

√
2P

Q

{
1 − 4(1 + 4jPτ)

1 + 4ξ2 + 16(Pτ)2

}
exp(2jPτ). (188)

It should be noted that it is also the limiting case of the Akhmediev solution when the
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Figure 47: Panels show the evolution of the second order super rogue waves for different
values of the relativistic parameter: (a) α1 = 0.1, (b) α1 = 0.2 and (c) α1 = 0.3. Values
for the rest of parameters are α = 0.1, σn = 10 and k = 1.2.

spatial period tends to infinity. This solution has the form of a single-peaked structure
that decays to a plane wave asymptotic background at either large ξ or τ , but exhibits
non-trivial behaviors over a small region in (ξ, τ) as shown in Fig. 46. The second-
order/super RW is obtained from Eq.(186) if k = 2, and the polynomials that build the
corresponding solution are given by

G =
3

8
− 3ξ2 − 2ξ4 − 9τ̂ 2 − 10τ̂ 4 − 12ξ2τ̂ 2,

H =
15

4
+ 6ξ2 − 4ξ4 − 2τ̂ 2 − 4τ̂ 4 − 8ξ2τ̂ 2,

D =
3

24
+

9

8
ξ2 +

1

2
ξ4 +

2

3
ξ6 +

33

8
τ̂ 2 +

9

2
τ̂ 4 +

2

3
τ̂ 6 − 3ξ2τ̂ 2 + 2ξ4τ̂ 2 + 2ξ2τ̂ 4,

(189)

with τ̂ = 2Pτ . This leads to the simplified expression

ψ2(ξ, τ) =

√
2P

Q

{
1 +

G+ 2jPτH

D

}
exp(2j|P |τ), (190)

which is in fact a nonlinear superposition of simple solutions. This implies that two
or more Peregrine solitons can be combined into a more complicated doubly-localized
structures with a higher amplitude. One of the interesting features of such solutions is
that the higher-order excitations are of higher amplitudes and more focused ones com-
pared to the principal solution, i.e., their maximum amplitude can reach many times
that of the background level. The corresponding solutions are shown in Fig. 47. The
two solutions are very sensitive to the change in the relativistic parameter α1. Their
amplitude decreases with increasing the later, as already seen in the previous cases, i.e.,
for the breather solutions.
Experimental observation of second-order RWs has been reported recently by Pathak
Panguetna Chérif S. 99 Ph.D. Thesis
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et al. [113] in a multicomponent plasma containing negative ions, where it was shown
that super RWs were more possible to observe experimentally than ordinary RWs. They
considered different cases, including plasmas in presence and absence of negative ions.
As already discussed here, the presence of negative ions can indeed modify the insta-
bility features and disturb the appearance of coherent structures in plasma. Coupled
to relativistic effects, new behaviors may appear, either in the amplitude or the width,
or in both, of the emerging RWs. More interestingly, such waves appear in regions

Figure 48: Panels show the maximum RW amplitude |ψS,max|, versus k and σn, for
α1 = 0.1 and (a) α = 0, (b) α = 0.5 and (c) α = 0.85. The lines delimitate areas of
parameters where P/Q > 0, while the dark-blue region are where P/Q < 0.

of parameters where modulated IAWs are expected as the result of the interplay be-
tween nonlinear and dispersive effects, this because they have in common the term

√
2P
Q

which should be positive. It is for example supported in Fig. 48 that the negative ion
concentration ratio α has influence on the RW amplitude, where the different panels

Figure 49: Panels show the maximum RW amplitude |ψS,max|, versus k and σn, for
α1 = 0.3 and (a) α = 0, (b) α = 0.5 and (c) α = 0.85. The lines delimitate areas of
parameters where P/Q > 0, while the dark-blue region are where P/Q < 0.
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correspond respectively to α = 0.1, 0.5 and 0.85. Depending on such values, the regions
of instability, related to the RW appearance, display different features. For α = 0, it is
obvious from Fig. 48(a), the RW solutions exist in regions of high σn, i.e., 25 ≤ σn ≤ 50,
where the highest |ψS,max| = |ψS(0, 0)| = 4

√
2P
Q

belongs to k = 2, while high amplitude
RW are expected for k = 1.8 in the case α = 0.5 depicted in Fig. 48(b). Of course, α = 0

corresponds to the case where there are no negative ions. The result is therefore not
surprising because Fig. 41 revealed the appearence of modulated waves even in absence
of negative ions, where 0 < α1 < α1,cr. Comparing these two cases, one clearly sees
that the wave amplitude in Fig. 48(b) has decreased and the zone of instability gets
delocalized, with the highest MI growth rate appearing in the interval 30 ≤ σn ≤ 45.
For α = 0.85, |ψS,max| is shown in Fig. 48(c). Obviously, |ψS,max| has increased and re-
gions of instability are expanded, compared to what is observed in Fig. 48(b). It should
be noted that the calculations of Fig. 48 have been made for a relativistic parameter
α1 = 0.1. The same calculations are repeated in Fig. 49, but for α1 = 0.3, with α keep-
ing the same values as previously. Although the detected regions of instability display
the same behaviors as in Fig. 48, it is nevertheless obvious that the wave amplitude
is lower, which shows that against α1, α can influence the appearance and formation
of RWs in the studied weakly relativistic plasma system. The dynamical behaviors of
RWs was discussed in the non-relativistic model of ENPs and a critical value for α was
proposed [142], below which the wave amplitude decreases or increases, depending on
the other plasma parameter values. However, in our context, it is highly ostensible that
the relativistic character of the studied system contributes to change such behaviors,
therefore leading to much richer comportments.

3.6 Conclusion

In this chapter, we have addressed the formation of modulated IAWs in an ENP com-
posed of Boltzmann negative ions, Boltzmann electrons and cold mobile positive ions.
In one-dimensional analysis, exact solutions have been found in the form of bright and
kink-wave envelopes, and their response to the negative ion concentration ratio (α) and
the electron-to-negative ion temperature ratio (σn) has been discussed. Mainly, we have
observed that α and σn had divergent effects on the kink-wave solution. The same fea-
ture have also been observed in the study of MI, where the occurrence of of modulated
waves has been discussed with respect to some two detected positive intervals of the
product PQ. Indeed, negative ions modify the features of the found plasma waves be-
cause of their strong effect on the nonlinearity of the system.
In the two-dimensional analysis, we have studied the propagation of modulated IAWs
and some subsequent exact solutions. The MI of planar waves has been addressed based
on α and σn, which were found to importantly affect the features of instability. A
parametric analysis of MI has been performed to that effect, where some values of α
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and σn have been found to be against the emergence of modulated IAWs. Analytical
investigations of MI have been confirmed numerically, where the activation of MI in
the DS equations has led to series of dromion-like structures, very sensitive to plasma
parameters. The impact of the plasma parameters on their shape and characteristics
has also been discussed, along with some collision scenarios. We have shown that when
parameters are suitably fixed, such dromion solutions may undergo elastic and inelastic
interactions.
In the three-dimensional analysis, a comprehensive parametric study of wave instability
has been conducted, where regions of instability/stability have been revealed to be very
sensitive not only to the modulation angle θ, but also to σn and α. Two main cases have
finally been addressed, the longitudinal (θ = 0) and the transverse (θ = π/2) modula-
tions. It has, in general, been found that the two regimes do not belong to the same
intervals of the electron-to-negative ion temperature ratio (σn) and the wavenumber k.
This indeed shows that they have different dynamical features mainly under the acti-
vation of MI. Moreover, a weakly relativistic model of ENP has been proposed in this
work, and we have addressed the dynamics of IAWs. In fact, we have studied the MI,
through its growth rate, and its response to plasma parameters such as α, σn and α1.
The results show that there are regions of parameters where the MI is very sensitive to
the relativistic parameter, via the representation of the MI growth rate. The regions
where the plane wave is unstable support the occurrence of RWs, and, based on that
straightforward relationship, some RW solutions have been presented. In that context,
the Ackmediev and KM breathers have been found to respond to the variations of α1.
Super RWs of first- and second-orders have also been presented, and their particular
case has been adopted to perform some parametric analysis of MI and RW amplitude.
We have confronted the effects of α, the negative-ion concentration ratio, and α1. In
general, the maximum amplitude of the second-order RW has been found to decrease
with increasing α1, showing that relativistic effects may cause energy dispersion.
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General conclusion and open questions

Summary and Contributions
In this thesis, we have addressed in one and multidimensional studies the formation

of modulated IA waves in an ENP composed of Boltzmann negative ions, Boltzmann
electrons and cold mobile positive ions both in relativistic and non-relativistic situations.
In chapter one, we have presented the generalities on plasmas and some of their useful
properties. We have also discussed the plasma fluid models with emphasis on ENPs.
The second chapter was devoted to the presentation of the analytical methods used in
this thesis. Chapter three has been devoted to the presentation and discussion of the
results reported in this work. In one dimensional analysis, the reductive perturbation
method has been employed to reduce the whole dynamics to a NLS equation, with coef-
ficients depending on the negative ions parameters of the plasma. Exact solutions have
been found in the form of bright and "kink-wave" envelopes, and their response to the
negative ion concentration ratio (α), and the electron-to-negative ion temperature ratio
(σn), has been discussed. The occurrence of modulated IA waves has been discussed
with respect to some two detected positive intervals of the product PQ. Furthermore,
we have considered two- and three-dimensional ENPs models to study the propagation
of modulated IAWs and some subsequent exact solutions. Using the reductive pertur-
bation method, we have shown that IAWs may be described using the DS equations. In
the two-dimensional case, the MI of planar waves has been addressed based on system
parameters, which were found to importantly affect the features of instability. Analyti-
cal investigations of MI have been confirmed numerically, where the activation of MI in
the DS equations has led to series of dromion-like structures. In the three-dimensional
context, the activation of MI has reveled various dynamical modes, this because of the
presence of the modulation angle θ. In that respect, a comprehensive parametric anal-
ysis of wave instability has been conducted, where regions of instability/stability have
been revealed to be very sensitive to θ, σn and α. When the used parameters fall well in-
side the instability regions, ion acoustic solitons may be expected to emerge and display
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coherent spatiotemporal behaviors. In the proposed model, finding such exact solutions
remains an opened problem which is actually under investigation, especially in the pres-
ence of magnetic and relativistic effects. We have also proposed in this work, a weakly
relativistic model of ENPs. In fact, after reducing the the proposed model to a NLS
equation, we have studied the MI, through its growth rate, and its response to plasma
parameters such as α, σn and α1. The results show that there are regions of parameters
where the MI is very sensitive to the relativistic parameter. The regions where the plane
wave is unstable support the occurrence of RWs, and, based on that straightforward
relationship, some RW solutions have been presented. The effects of α, the negative-ion
concentration ratio, and α1, the relativistic parameter have been confronted.

Open problems and future directions
Although very important results on the impact of ENP parameters have been ob-

tained in this work, many points remain to be explored in future research:

• More suitable plasma environments with more than one negative ion speciy, both
in the non-relativistic and the relativistic context should be studied.

• Since the ion or electron acoustic waves in Plasmas are strongly influenced by the
magnetic field, it is interesting to analyze the behavior of these waves in magnetized
plasmas.

• In this work, we considered in the case of the one-dimensional analysis, that the
positive ions were weakly relativistic. However, we believe that the extension of
this analysis to two- or three-dimensional space will make it possible to better
appreciate the impact of the electronegative parameters on the emergence and
propagation of waves.

• Future research should be devote to the development of a discrete electronegative
plasmas model, in the case of dusty ENPs.
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a b s t r a c t 

The emergence of nonlinear modulated waves is addressed in an unmagnetized electroneg- 

ative plasma made of Boltzmann electrons, Boltzmann negative ions and cold mobile posi- 

tive ions. The reductive perturbation method is used to reduce the dynamics of the whole 

system to a cubic nonlinear Schrödinger equation, whose the nonlinear and dispersion co- 

efficients, P and Q , are function of the negative ion parameters, namely the negative ion 

concentration ratio ( α) and the electron-to-negative ion temperature ratio ( σ n ). It is ob- 

served that these parameters importantly affect the formation of modulated ion-acoustic 

waves, either as exact solutions or via the activation of modulational instability. Especially, 

the theory of modulational instability is used to show the correlation between the para- 

metric analysis and the formation of modulated solitons, obtained here as bright envelopes 

and kink-wave solitons. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

During the last twenty years, more evidence and interest have been brought to the existence of solitons in various do- 

mains of physics, mainly due to their importance in nonlinear optics [1–3] , in Biophysics [4–7] and, more recently, in Bose- 

Einstein condensates [8–10] . They are in general solutions of equations, continuum or discrete, which include nonlinear and 

dispersive terms, and can travel over long distance keeping their shape even during mutual collisions. Based on their theo- 

retical prediction in Plasmas by Zabusky and Kruskal [11] , and their experimental confirmation thereafter [12,13] , the study 

of ion-acoustic (IA) waves has become an active research direction. Extensive investigations have been devoted to the prop- 

erties of such waves, leading to the conclusion that the plasma composition is crucial to their emergence and propagation. 

Plasmas are in general composed of ions and electrons and, in the presence of positive and negative ions, they are referred 

as electronegative plasmas (ENPs) [14–16] that can be created in plasma processing reactors [17] and low-temperature lab- 

oratory experiments [18,19] . In the framework of the Korteweg-de Vies (KdV) equation [12] , when only positive ions are 

considered, nonlinear terms are positive, leading to compressive solitary waves. This changes when both positive and neg- 

ative ions are included, which considerably affects the nonlinearity of the system and consequently the characteristics of 

IA waves [20–22] . In fact, negative ions in plasma mainly modify the charge neutrality condition, and cause the number of 

electron to decrease. This otherwise implies that various phenomena might emerge due to the negative ions themselves as 

∗ Corresponding author at: Laboratoire de Biophysique, Département de Physique, Faculté des Sciences, Université de Yaoundé I, B.P. 812 Yaoundé, Camer- 

oun. 
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well as by the lack of electrons [19] , as actually confirmed by a broad range of studies devoted to KdV [23,24] and modified 

KdV (mKdV) solitons [25] , including compressive and rarefractive large amplitude structures. Based on the laboratory exper- 

iments of Ghim and Hershkowitz [26] , Mamun et al. [27] recently paid attention to the existence of IA and dust-acoustic 

waves in an electronegative plasma made of Boltzmann negative ions, Boltzmann electrons and cold mobile positive ions. 

This was followed by the investigation on other aspects and characteristics of such plasmas waves, related to their response 

to external magnetic fields, in one or more dimension [28,29] , in the vicinity of the KdV equations obtained from the re- 

ductive perturbation approximation. However, the hydrodynamics equations can also be reduced to nonlinear Schrödinger 

(NLS) equations, whose exact solutions are known as envelope solitons. In this work, we mean to address comprehensively 

the response of such waves to the effects of the negative ion parameters, especially the negative ion concentration ratio 

and the electron-to-negative ion temperature ratio. We also show that under certain conditions, new classes of waves may 

emerge with complex profiles and characteristics. One of the direct mechanisms leading to the formation of modulated IA 

waves is modulational instability (MI), a consequence of the interplay between nonlinear and dispersive effects [7,30–32] . 

The rest of the paper is structured as follows: in Section 2 , we present the electronegative plasma model, followed by 

the derivation of the NLS equation, whose signs of the coefficients are discussed with respect to negative ion parameters. 

In Section 3 , exact solutions are derived. They are identified as bright envelopes and kink-wave solitons, and their features 

are shown to change with the negative ion concentration and electron-to-negative ion temperature. In Section 4 , we inves- 

tigate the occurrence of MI and its relationship with the emergence of envelope-type IA solitary waves. A comprehensive 

parametric analysis of the instability growth rate is also performed, while some concluding remarks are given in Section 5 . 

2. Mathematical model and asymptotic expansion 

We consider a homogeneous, collisionless and unmagnetized plasma made of Maxwellian electrons and negative ion plus 

cold mobile positive ions. The associated nonlinear dynamics of the IA waves is described by the set of following normalized 

fluid equations [27,33,34] : 

∂ n i 

∂t 
+ 

∂ n i u i 

∂x 
= 0 , (1a) 

∂ u i 

∂t 
+ u i 

∂ u i 

∂x 
+ 

∂φ

∂x 
= 0 , (1b) 

∂ 2 φ

∂x 2 
= μe exp φ + μn exp σn φ − n i , (1c) 

with n i and u i being the number density of positive ions and the ion fluid velocity, respectively. They are respectively 

normalized by the unperturbed ion number density n 0 and the ion-acoustic speed C si = 

√ 

Zk B T e /m , with T e denoting the 

electron temperature, k B the Boltzmann constant and Z the charged dust state. φ is the electric potential normalized by 

the thermal potential k B T e / e , with e being the magnitude of the electron charge. Time and space variables are respectively 

normalized by the ion Debye length λDi = 
√ 

k B T e / 4 πe 2 n 
(0) 
i 

and the ion plasma period ω −1 
pi 

=( 

√ 

4 πe 2 n 
(0) 
i 

/m i ) 
−1 , with m i being the ion 

mass and k B the Boltzmann constant. σn = T e /T n is the electron-to-negative ion temperature ratio. The other parameters are 

given by μe = n (0) 
e /n (0) 

i 
and μn = n (0) 

n /n (0) 
i 

, with n (0) 
i 

, n (0) 
n and n (0) 

e being the equilibrium densities of positive ions, negatives 

ions and electrons, respectively. Additionally, at equilibrium, the plasma neutrality condition is satisfied, i.e., μe + μn = 1 . 

The negative ion concentration ratio, α = n (0) 
n /n (0) 

e , can then be introduced so that μe = 1 / (1 + α) and μe = α/ (1 + α) . We 

further consider excitations not too far from equilibrium and expand the Poisson’s equation in a Taylor’s series, i.e., 

∂ 2 φ

∂ 2 x 
= 1 + a 1 φ + a 2 φ

2 + a 3 φ
3 − n i , (2) 

with the expansion coefficients being 

a 1 = μe + μn σn , a 2 = 

μe + μn σ 2 
n 

2 

, a 3 = 

μe + μn σ 3 
n 

6 

(3) 

Eqs. (1a) , (1b) and (2) include nonlinear and dispersive terms whose effects can be preserved by using the reductive 

perturbation expansion technique. The method implies the introduction of the spatial and temporal stretched variables, 

ξ = ε(x − v g t ) and τ = ε2 t , where v g is the group velocity and ε, a small parameter that measures the strength of nonlin- 

earity. The dependent physical variables around their equilibrium values are expanded as ( 

n i (x, t) 
u i (x, t) 
φ(x, t) 

) 

= 

( 

1 

0 

0 

) 

+ 

∞ ∑ 

p=1 

ε p 
+ ∞ ∑ 

l= −∞ 

⎛ 

⎝ 

n 

(p) 
l 

( ξ , τ ) 

u 

(p) 
l 

( ξ , τ ) 

φ(p) 
l 

( ξ , τ ) 

⎞ 

⎠ A 

l ( n, t ) (4) 
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Fig. 1. The angular wave frequency ω and the group velocity v g are plotted against the wavenumber k in panels (a) and (b), respectively. The influence of 

the negative ion concentration ratio α is studied in both cases for σ n = 17.5. 

It is obvious that the above series contains all overtones A 

l (n, t) = exp [ il(kx − �t)] up to order p . These are due to 

nonlinear terms with the corresponding coefficients being of maximum order εp , along with the relations (n 
(p) 
l 

) ∗ = n 
(p) 
−l 

, 

(u 
(p) 
l 

) ∗ = u 
(p) 
−l 

, and (φ(p) 
l 

) ∗ = φ(p) 
−l 

, where () ∗ denotes the complex conjugate of the corresponding quantity. Substituting 

(4) into (1a), (1b) and (2) , the first-order harmonics are obtained in the form 

n 

(1) 
1 

= (k 2 + a 1 ) φ
(1) 
1 

, and u 

(1) 
1 

= 

ω 

k 
(k 2 + a 1 ) φ

(1) 
1 

, (5) 

given that the dispersion relation 

ω 

2 = 

k 2 

k 2 + a 1 
(6) 

is satisfied. The later obviously depends on plasma parameters as shown in Fig. 1 (a), where it is plotted versus the 

wavenumber k for different values of the negative ion concentration ratio α. The frequency here is found to be an increasing 

function of the later. For the second order, with n = 2 and l = 0 , we obtain 

φ( 2 ) 
0 

= βφ| φ( 1 ) 
1 

| 2 , n 

( 2 ) 
0 

= βn | φ( 1 ) 
1 

| 2 , and u 

( 2 ) 
0 

= βu 

∣∣φ( 1 ) 
1 

∣∣2 
, (7) 

with βφ = 

−2 a 2 v 2 g +(k 2 −3 a 1 ) 

a 1 v 2 g −1 
, βn = a 1 βφ + 2 a 2 , and βu = 

−2 ω 
(k 2 + a 1 ) 2 

+ v g βn . At the same order, for l = 1 , solutions φ(2) 
1 

, n (2) 
1 

and 

u (2) 
1 

exist under the compatibility condition 

v g = a 1 
ω 

3 

k 3 
, (8) 

which is in fact the group velocity of the IA waves. As ω, v g is shown in Fig. 1 (b) to strongly depend on plasma parameters, 

especially α. For l = 2 , the components of the second harmonic mode are obtained as 

φ(2) 
2 

= αφ(φ(1) 
1 

) 2 , n 

(2) 
2 

= αn (φ
(1) 
1 

) 2 , u 

(2) 
2 

= αu (φ
(1) 
1 

) 2 , (9) 

where 

αφ = 

(k 2 + a 1 ) 
2 

2 k 2 
− a 2 

3 k 2 
, αn = (a 1 + 4 k 2 ) αφ + a 2 , αu = 

ω 

k 
(αn − (k 2 + a 1 ) 

2 ) . 

By making use of all the previous steps, canceling the third-order equations, with n = 3 and l = 1 , and letting φ(1) 
1 

= ψ, we 

finally get the NLS equation for IA envelope waves in the form 

i 
∂ψ 

∂τ
+ P 

∂ 2 ψ 

∂ξ 2 
+ Q| ψ | 2 ψ = 0 , (10) 

where the coefficients P and Q are given by: 

P = 

ω 

3 

2 k 2 

[
−2 k 

ω 

(k 2 + a 1 )(αu + βu ) − (k 2 + a 1 )(αn + βn ) + 2 a 2 (αφ + βφ) − 3 a 3 

]

Q = −3 a 1 ω 

5 

2 k 4 
. 

(11) 
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Fig. 2. Panels (aj) j=1 , 2 show plots of the parameters P and Q , along with their product P × Q , versus the wavenumber k and the negative ion density ratio 

α. The dispersion coefficient P is as a whole negative and the nonlinearity coefficient is positive in some intervals, and higher than P . This gives interesting 

features from their product which, depending on the value of alpha, admits one or two positive intervals. This is clearly illustrated in panels (bj) j=1 , 2 , 3 , 

where the parameters and their product are plotted versus the wavenumber k . For α = 0 . 1 , 0.2 and 0.3, Q has two negative intervals and remains positive 

for k cr , 1 < k < k cr , 2 . For higher values of α, Q is positive the interval 0 < k < k cr , 2 . In panels (b3) then, one observes two regions where P × Q is positive, and 

one region where it is negative, corresponding to regions where Q > 0. We have fixed σn = 17 . 5 . 

P and Q are the dispersion and the nonlinear coefficients, respectively. In Figs. 2 (a1) and (a2), they are plotted versus 

k and α. In general P is negative, but Q is negative in some intervals of k and the negative ion concentration ration α. 

This is explicitly shown in Figs. 2 (b1) and (b2), where the negative intervals of Q (versus k ) depend on the value of α. 

For small values of the later, there are two regions where Q < 0, i.e., k < k cr , 1 and k > k cr , 2 , and one region where Q > 0, 

k cr , 1 < k < k cr , 2 . The same calculations are repeated in Fig. 3 (a1), (a2) ,(b1) and (b2), where the effect of the electron-to- 

negative ion temperature ratio σ n is studied. Its effect is contrary to what is observed for α, i.e., increasing its value rather 

gives rise to two intervals where Q < 0 (see Fig. 3 (b2)). It is also obvious that Q is 10 3 times higher than P , which suggests 

that the appearance of nonlinear waves will mostly depend on the sign of Q as developed below. 

3. Envelope excitations 

The NLS equation has solutions, which include envelope solitons, breather-type localized structures. In this work, we are 

interested in envelope solitons whose importance has been discussed in a broad range of areas including biophysics [35–

38] , plasma physics [39] , nonlinear optics and metamaterials [40] , just to name a few. As a whole, finding some kinds of 

solutions for Eq. (10) requires the study of the sign of the product P × Q , which, when positive leads to the bright-envelope 

IA solitons. For a complete analysis in this regard, we have represented PQ versus k and α in Fig. 2 (a3), and only versus k in 

Fig. 2 (b3) with changing α. From the parametric analysis of the previous section on the signs of P and Q , one could predict 

the occurrence of the two positive intervals of the product PQ with increasing α. This is indeed obvious in Fig. 2 (b3), where 

the two regions k < k cr , 1 and k > k cr , 2 clearly appear. Moreover, with in mind the results of Fig. 3 (a1), (a2), (b1) and (b2), it 

would be more interesting to also explore the effect of σ n on the formation of modulated IA waves. This is performed in 

Panels (a3) and (b3) of Fig. 3 , where PQ is respectively plotted in the plane ( k, σ n ) and versus k , respectively. In the later, 

the change in σ n importantly affects the positive region of PQ , but the effect is contrary to that observed for α. The two 

positive zones exist and get reduced with increasing σ n . Also, in the two cases, depending on negative parameter values, 

there exists one region where PQ is positive, i.e., k > k cr , 2 . Although we are not quite sure of their values, one may also 

state that there are two critical values of k, k cr , 1 and k cr , 2 so that bright envelope solitons may be found for k < k cr , 1 and 
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Fig. 3. Panels (aj) j=1 , 2 show plots of the parameters P and Q , along with their product P × Q , versus the wavenumber k and the electron-to-negative ion 

temperature ratio σ . The dispersion coefficient P remains negative for any k and σ n . However, for small values of σ n , there is only one region where Q is 

negative. With increasing σ n , there are two intervals like in Fig. 2 . Equally, the product P × Q , for small values of σ n has one positive interval for k , while 

two positive regions appear for σ n ≥ 11.5. All the panels have been plotted for α = 0 . 1 . 

k > k cr , 2 . Otherwise, when parameters are picked from intervals where PQ < 0, solutions for (10) will be of envelope dark- 

type [39,41,42] . However, the general envelope-type solution is written in the form 

ψ(ξ, τ ) = ψ 0 (ξ , τ ) e i �(ξ,τ ) + c.c., (12) 

where the slowly varying amplitude ψ 0 and the phase correction � are real quantities and obtained by plugging solution 

(12) into Eq. (10) . In this section, we study two cases based on the previous discussion on the sign of the product P × Q . 

(i) The bright-type envelope solutions 

These solutions arise in regions of parameters where PQ > 0. Making use of trial solution (12) , the bright soliton solutions 

for Eq. (10) are given by Fedele and Schamel [41] , Fedele [42] . 

ψ 0 = ρ0 sech 

(
ξ − v e τ

L 

)
, and � = 

1 

2 P 

{ 

v e ξ −
(

P Qρ2 
0 + 

1 

2 

v 2 e 

)
τ
} 

, (13) 

where v e is the velocity of the envelope and L , the envelope spatial width related to the amplitude ρ0 by Lρ0 = 

√ 

2 P /Q . 

The global solution φ( x, t ) describing the electric potential may be obtained by considering the different steps of Section 2 . 

The corresponding solutions are shown in Fig. 4 for different values of the wavenumber k . For any value of k , the bright 

soliton profile remains constant as it propagates, but the phase which slowly depends on space and time, experiences small 

deformation of the wave packet internal structure during propagation. Equally, the plasma negative ion parameters such as 

α and σ n are also supposed to influence their structures. This is for example summarized in Fig. 5 , where the effect of the 

negative ion concentration ratio, α, is to reduce the spatial expansion of the obtained solution. For α = 0 . 3 , for example, 

one indeed get more spatially localized structures. The parameter α indeed gives an idea on the suitable concentration of 

the negative ions and its consequences on the formation of bright-envelope IA waves. For instance, localized modulated 

IA wave packets have been observed in the earth’s magnetosphere, where they are related to localized field and density 

variations [43,44] . 
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Fig. 4. Spatiotemporal evolution of solutions (13) , with their corresponding density plots, for different values of the wavenumber k : (a1)–(b1) k = 1 . 2 , 

(a2)–(b2) k = 1 . 3 and (a3)–(b3) k = 1 . 8 , with α = 0 . 3 and σn = 17 . 5 . 

Fig. 5. Space-time evolution of solutions (13) , along with their corresponding density plots, under the effect of the negative ion concentration ratio α: 

α = 0 . 1 , α = 0 . 2 and α = 0 . 3 , with σn = 17 . 5 and k = 0 . 22 . 
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Fig. 6. The panels show space-time evolution of the dark envelope solutions (14) , with their corresponding density plots, for different values of the negative 

ion concentration ratio α: α = 0 . 1 , α = 0 . 2 and α = 0 . 3 , with σn = 17 . 5 and k = 0 . 65 . 

(ii) The dark-type envelope solutions 

Such solutions are usually obtained in regions of parameters where P × Q < 0 and may propagate as dark envelope 

wavepackets. Their general expression writes [41,42] 

ψ 0 = ρ0 

∣∣∣∣tanh 

(
ξ − v e τ

L ′ 

)∣∣∣∣, and � = 

1 

2 P 

{
v e ξ −

(
P Qρ2 

0 + 

v 2 e 

2 

)
τ

}
, (14) 

where L ′ ρ0 = 

√ 

2 | P/Q| . The corresponding solutions are represented in Fig. 6 for different values of α. In particular, the lo- 

calized part is enclosed between temporally oscillating structures, but spatially, there are jumps between the dark breathers 

which characterize the kink-antikink origin of these structures. Such effects are more ostensible in Fig. 6 (a3)–(b3), where 

α = 0 . 3 . Also, one clearly remarks that the number of oscillating structures between kink profiles reduces with increasing 

α, which still confirms the important effect of negative ions on the electric potential in the plasma. This introduces a new 

class of soliton which we call here the “kink-wave” soliton. In order to better picture some specific features of the kink- 

wave soliton, it has been plotted in space for different values of α (see Fig. 7 ). In panels (aj) j=1 , 2 , 3 , we have imposed α = 0 . 1 

and φ( x, t ) has been plotted at different instant to picture the time frame. One clearly sees the oscillating features inside 

the two states of the kink, main characteristic of the kink-wave IA soliton. With increasing α, we obtain the features of 

Fig 7 (bj) j=1 , 2 , 3 , where the frequency of oscillations drops, leading to some multi-humped features of the solution. Finally, 

for α = 0 . 3 , the signature of the electric potential is displayed in Fig. 7 (cj) j=1 , 2 , 3 . Once again, the frequency of the oscillating 

part has dropped. To get these results, we have considered σn = 17 . 5 . With increasing α, the concentration of negative ions 

increases and this affects the electron-to-negative ion temperature, whose effects may be seen by changing the value of σ n 

as depicted in Fig. 8 . It is clear from there that the frequency of the oscillating part of the solution increases with σ n , leading 

to more obvious features of the kink form. This straightforwardly corroborates what was already predicted in Figs. 2 and 3 , 

where the effect of σ n on the coefficients was contrary to that of α. 

4. Modulational instability 

MI is related to the apparition of solitons in system where there are competitive effects between nonlinearity and disper- 

sion. In general nonlinear modulated waves share the same regions of parameter with solitons solutions. Nonlinear equations 

admit plane wave solutions that may be stable or unstable, depending on the system parameters. For example, solutions for 

Eq. (10) can be assumed to be in the form ψ = ψ 0 (ξ ) exp (iQψ 

2 τ ) where ψ 0 is a constant (real) amplitude of the pump car- 

rier wave. The stability of any solution is investigated under small perturbations in phase, in amplitude or in both. Since we 

are interested here in amplitude modulation, the corresponding perturbed solution then writes ψ = (ψ 0 + δψ) exp (iQψ 

2 τ ) , 

where ξ = (Kζ − �τ ) is the modulation phase with K � k and ��ω are respectively the wave number and the frequency 

of the modulation; δψ �ψ 0 is the small amplitude perturbation, which is introduced in the form δψ = U + iV, where 
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Fig. 7. The panels show spacial features of the dark envelope solutions (14) , under the effect of the negative ion concentration ratio α. Panels (aj) j=1 , 2 , 3 are 

plotted for α = 0 . 1 , (bj) j=1 , 2 , 3 for α = 0 . 2 and (cj) j=1 , 2 , 3 for α = 0 . 3 , with σn = 17 . 5 . 

Fig. 8. The panels show spacial evolution of the dark envelope solutions (14) for different values of the electron-to-negative ion temperature ratio σ n , 

where panel(a) corresponds to: σn = 20 , (b) σn = 21 and (c) σn = 20 . 5 , with α = 0 . 1 . 

U = U 0 exp [ i (Kζ − �τ )] and V = V 0 exp [ i (Kζ − �τ )] . After substituting all these into Eq. (10) and linearizing around the 

unperturbed plane wave solution, one finally obtains the nonlinear dispersion relation 

�2 = (P K 

2 ) 2 
(

1 − 2 Qψ 

2 
0 

P K 

2 

)
. (15) 

For the plane wave solution to be unstable, the frequency � should be complex, i.e., �2 < 0. Obviously, this highly depends 

on the sign of Q / P . When Q / P is negative, it is clear that � will be real and for Q / P > 0, it is likely that the perturbation 

frequency be negative. This is straightforwardly related to the results obtained in the previous section and confirms that 

soliton and nonlinear waves due to MI share the same parameter regions. In general, the instability is a purely growing 

mode for Q / P > 0, which is materialized by the MI growth rate 

� = 

√ 

−�2 = | P K | 
√ 

2 

Qψ 

2 
0 

P 
− K 

2 . (16) 

In the previous section, we detected regions of positive PQ , depending on the value of α and σ n . In Fig. 9 , where the 

growth rate is represented versus the perturbation wavenumber K , we have for example consider the case where there are 

two regions, i.e., k < k cr , 1 and k > k cr , 2 , respectively. In the first case, � is a decreasing function of k (see Fig. 9 (a)), while in 

the second case, � increases with k . We should however stress that we have fixed the value of α to 0.2, which to some ex- 

tend might not give all the information related to the onset of instability. In fact, two parameters, α and σ n , are considered 

to have strong impact on the emergence of nonlinear patterns of the electric potential φ. This is also confirmed by the plots 
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Fig. 9. The panels show the growth rate of instability versus the perturbation wavenumber K . In panel (a), small values of the initial wavenumber k are 

considered, while in panel (b) high values of k introduced. Below k cr , 1 , � is a decreasing function of k , and above k cr , 2 , it increases with increasing k . We 

have considered α = 0 . 1 and σ = 11 . 5 . 

Fig. 10. The panels show the critical wavenumber K c versus (a) the negative ion concentration ratio, α, and (b) the electro-to-negative ion temperature 

ratio, σ n . In each of the case one respectively changes σ n and α, with k = 0 . 2 and ψ 0 = 0 . 2 . 

of Fig. 10 , where the critical wavenumber K c = ψ 0 

√ | 2 Q/P | is strongly modified by the negative ion parameters. In Fig. 10 (a), 

K c is plotted versus the negative ion concentration ratio α and its dependence on the electron-to-negative ion temperature 

ratio σ n is illustrated. Inversely, in Fig. 10 (b), K c is shown versus σ n and different values of α are used. It then appears 

that K c is an increasing function of both α and σ n , and therefore may affect importantly the instability growth rate �, and 

consequently the formation of modulated IA waves. It might then be of importance to study the behaviors of such parame- 

ters when one considers small and high regions of the unperturbed wavenumber k . In Fig. 11 , for example, we have plotted 

the growth rate versus K and α ( Fig. 11 (aj) j=1 , 2 , 3 ), and its corresponding stability/instability diagrams ( Fig. 11 (bj) j=1 , 2 , 3 ), for 

different values of k < k cr , 1 . The features of MI are described by a breast of instability, which gets reduced with increasing 

k . On the other side, in Fig. 12 , the same calculations are performed for k > k cr , 2 , and � is an increasing function of k . The 

results of Figs. 11 and 12 therefore confirm our prediction of Fig. 9 . Beyond the effects of the unperturbed wavenumber k , 

one may also notice that for k < k cr , 1 , only values of α between 0.1 and 0.3 are supposed to give rise to localized structures. 

Intervals for K also get reduced and for k = 0 . 2 , the instability region is well inside small K and small α (see Fig. 11 (b3)). The 

contrary is observed in Fig. 12 , where high values of both α and K are expected to give rise to trains of modulated waves. 

To complete our analysis, we have also plotted the MI growth rate versus the ratio σ n , still for the two different intervals 

of positive PQ . For k < k 1, cr , results are summarized in Fig. 13 , where unstable wave patterns are expected for values of σ n 

higher than 15. However, with increasing k in that interval, the instability region get reduced as previously. Interestingly, the 

region of instability gets expanded with increasing k within the interval k > k cr , 2 . Here, unstable wave patterns are expected 

for all σ n , but the corresponding interval of K gets expanded with increasing k as shown in Fig. 14 . To be more explicit, 

the two regions of k display different behaviors and the increase, or decrease, of the growth rate �, both in the (K, α) −
and (K, σn ) −planes is strongly affected by the wavenumber k . This also give an idea on the concentration of negative ions 

that may lead to the formation of modulated IA waves under the activation of MI. In, the process, the nonlinearity of the 

plasma system is importantly modified, and this conditions the formation and emergence of any kind of envelope trains of 

wave, given that parameters are picked from regions of instability, while the initial plane wave may propagate unperturbedly 

where such regions disappear. 
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Fig. 11. The GR of MI is plotted versus the wavenumber K and the negative ion concentration ratio. The small k −regime has been considered and different 

values of the initial wavenumber are taken to be: (a1)–(b1) k = 0 . 1 , (a2)–(b2) k = 0 . 15 and (a3)–(b3) k = 0 . 2 , with σn = 17 . 5 and ψ 0 = 0 . 2 . 

Fig. 12. The GR of MI is plotted versus the wavenumber K and the negative ion concentration ratio. The high k −regime has been considered and different 

values of the initial wavenumber are taken to be: (a1)–(b1) k = 1 . 2 , (a2)–(b2) k = 1 . 25 and (a3)–(b3) k = 1 . 5 , with σn = 17 . 5 and ψ 0 = 0 . 2 . 

5. Conclusion 

In the present contribution, we have addressed the formation of modulated IA waves in an electronegative plasma com- 

posed of Boltzmann negative ions, Boltzmann electrons and cold mobile positive ions. The reductive perturbation method 

has been employed to reduce the whole dynamics to a NLS equation, with coefficients depending on the negative ions 

parameters of the plasma. Exact solutions have been found in the form of bright and ”kink-wave” envelopes, and their 
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Fig. 13. The growth rate of MI is plotted versus the wavenumber K and the electron-to-negative ion temperature ratio σ n . The case k < k 1, cr has been 

considered and different values of the initial wavenumber are taken to be: (a1)–(b1) k = 0 . 1 , (a2)–(b2) k = 0 . 15 and (a3)–(b3) k = 0 . 2 , with αn = 0 . 3 and 

ψ 0 = 0 . 2 . 

Fig. 14. The GR of MI is plotted versus the wavenumber K and the electron-to-negative ion temperature ratio. The case k > k 2, cr has been considered and 

different values of the initial wavenumber are taken to be: (a1)–(b1) k = 1 . 2 , (a2)–(b2) k = 1 . 25 and (a3)–(b3) k = 1 . 5 , with α = 0 . 3 and ψ 0 = 0 . 2 . 



C.S. Panguetna et al. / Commun Nonlinear Sci Numer Simulat 55 (2018) 326–337 337 

response to the negative ion concentration ratio ( α) and the electron-to-negative ion temperature ratio ( σ n ) has been dis- 

cussed. Mainly, we have observed that α and σ n had divergent effects on the kink-wave solution. The same feature have also 

been observed in the study of MI, where the occurrence of modulated IA waves has been discussed with respect to some 

two detected positive intervals of the product PQ . Indeed, negative ions modify the features of the found plasma waves 

because of their strong effect on the nonlinearity of the system. Albeit the interesting results obtained here, it remains im- 

portant to address this analysis to more suitable plasma environments with more that one negative ion species, both in 

the non-relativistic and the relativistic context. Investigations in that direction are being carried out and will be submitted 

elsewhere for publication. 
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Two-dimensional modulated ion-acoustic waves are investigated in an electronegative plasma.

Through the reductive perturbation expansion, the governing hydrodynamic equations are reduced

to a Davey-Stewartson system with two-space variables. The latter is used to study the modula-

tional instability of ion-acoustic waves along with the effect of plasma parameters, namely, the

negative ion concentration ratio (a) and the electron-to-negative ion temperature ratio (rn). A para-

metric analysis of modulational instability is carried out, where regions of plasma parameters

responsible for the emergence of modulated ion-acoustic waves are discussed, with emphasis on

the behavior of the instability growth rate. Numerically, using perturbed plane waves as initial

conditions, parameters from the instability regions give rise to series of dromion solitons under the

activation of modulational instability. The sensitivity of the numerical solutions to plasma parame-

ters is discussed. Some exact solutions in the form one- and two-dromion solutions are derived and

their response to the effect of varying a and rn is discussed as well. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.5001725]

I. INTRODUCTION

Solitonic structures have long been an attractive topic in

nonlinear physics since they arise in nonlinear optics,1 Bose-

Einstein condensates,2 biophysics,3–6 and plasma physics,7–9

just to cite a few. They are in general the results of the inter-

play between nonlinear and dispersive effects, and can prop-

agate over long distance, keeping their shape and

characteristics unchanged. In plasma physics, nonlinear exci-

tations have been intensively investigated as solutions of the

nonlinear Schr€odinger (NLS) and the Korteweg-de Vries

(KdV) equations.8–12 Plasmas are usually composed of nega-

tive ions, positive ions, and electrons, and in the presence of

a significant number of negative ions, they are qualified as

electronegative plasmas (ENPs).13–15 The presence of nega-

tive ions in a plasma modifies its basic nature and impor-

tantly affects wave propagation of various kinds as well as

their characteristics. For example, it was reported by Mamun

et al.16,17 that negative ions in a plasma modify the nonline-

arity of the system and consequently affect the interplay

between nonlinear and dispersive effects which are the main

conditions for the emergence of ion-acoustics waves

(IAWs). The charge neutrality condition gets modified in

that context, leading to the increase in the negative ion den-

sity, and to the decrease in the number density of electrons.

This means that the shielding effect produced by the elec-

trons decreases and the behavior of the plasma consequently

changes. Also, it was predicted that negative ions in such

plasmas are in Boltzmann equilibrium19,20 and that was con-

firmed via some experiments by Ghim and Hershkowitz.18 A

limited number of contributions have been devoted to non-

linear excitations in ENPs,21–25 and most of the works, to the

best of our knowledge, have been limited to one-dimensional

plasma systems. Some seminal works on two- and three-

dimensional models include the Zakarov-Kuznetsov (ZK)

equation,26,27 the Kadomtsev-Petviashvili (KP) equation,28,29

and Davey-Stewartson (DS) equations.30,31 Duha et al.17

studied IAWs in magnetized dusty plasmas via the KP equa-

tion and showed that negative ion parameters may impor-

tantly affect the characteristics and stability of IAWs. Bedi

and Gill32 successfully derived the DS equation in a plasma

in the presence of kappa-distributed hot electrons and estab-

lished the strong relationship between the nonlinear

Schr€odinger (NLS) equation and the DS ones. They rein-

forced the idea of Nishinari et al.33,34 that the DS system is a

higher-dimensional generalization of the NLS equation,

since it includes transverse scale length and dynamics in the

transverse direction. More importantly, the latter might bring

about additional nonlinear features compared to the NLS

equation and may support very rich behaviors under the acti-

vation of multi-dimensional modulational instability (MI)

and the subsequent plasma modes. It remains open for us to

investigate the behaviors of such modes in ENPs. In the pre-

sent paper, we propose a comprehensive analysis of MI in

the aforementioned vein and show that there is a correlation

between the emergence of two-dimensional (2D) modulated

IAWs and dromion solitons. Notably, using the Hirota bilin-

ear method, we derive exact one- and two-dromion solutions

and we analyze their response to some plasma parameters,

especially the negative ion concentration ratio and the
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electron-to-negative ion temperature ratio. For this purpose,

the rest of the paper is outlined as follows: in Sec. II, we intro-

duce the two-dimensional model of ENPs and we use the

reductive perturbation expansion to reduce the whole hydrody-

namic equations to a set of DS equations. In Sec. III, the two-

dimensional MI is addressed, where the response of the MI

growth rate to the effect of the negative ion parameters is com-

prehensively studied, including a comparison between analyti-

cal predictions and numerical results. In Sec. IV, one- and

two-dromion solitons solutions are presented and their features

under the negative ion effect are studied. In that framework,

we study different kinds of head-on collisions and discuss the

robustness of the dromion structures under wave interaction.

Some concluding remarks are given in Sec. V.

II. MODEL EQUATIONS

We consider a three species plasma system composed of

Maxwellian electrons and light negative ions, having

Boltzmann distribution, in addition to cold mobile positive

ions.35,36 In plasma systems, the charge neutrality condition,

i.e., ne¼ np–nn, gets modified by the presence of negative

ions, with ne, np, and nn being, respectively, the electron,

positive, and negative ions densities. The inertia of electrons

and negative ions can be neglected because the phase veloc-

ity of the IAWs is higher than the positive ion thermal speed

and lower than the electron and negative ion thermal

speeds.24,25,37 The formulation of the corresponding model

in one-dimension is given in Ref. 37, and we generalize it

here to get the following normalized 2D-space equations

@ni

@t
þ div ni~vð Þ ¼ 0; (1a)

@~v

@t
þ ~v � grad

�!
� �

~v ¼ � grad
�!

/; (1b)

D/ ¼ le exp /þ ln exp rn/� ni; (1c)

where ni is the number density of positive ion, normalized by

the unperturbed value ni0.~v ¼ u~i þ v~j with u and v being the

velocity of charged dusts (with mass mi) in x and y direc-

tions, respectively. Overall charge neutrality at equilibrium

is n
ð0Þ
i ¼ nð0Þe þ nð0Þn . The variables appearing in Eqs. (1a) and

(1c) have been appropriately normalized.~v is normalized by

the dust-acoustic (DA) speed c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ZkBTe=mi

p
with Te denot-

ing the electron temperature, kB, the Boltzmann constant,

and Z, the charged dust state, i.e., the number of electrons

per ions residing on the dust-grain surface. / is the electro-

static wave potential normalized by kBTe/e, where e is the

magnitude of the electron charge. The time and space

variables are normalized by the ion Debye length

kD¼ ðkBTe=4pe2niÞ1=2
and the ion plasma period

x�1 ¼ ð4pe2ni0=miÞ�1=2
, respectively. Here, rn ¼ Te=Tn is

the electrons-to-negative ion temperature ratio, le ¼ ne0=ni0

and ln ¼ nn0=ni0 where ni0, nn0, and ne0 are the unperturbed

densities of the positive ions, negative ions, and electrons,

respectively. At equilibrium, the neutrality condition of the

plasma is le þ ln ¼ 1, where le ¼ ne0=ni0 ¼ 1=ð1þ aÞ,

where a ¼ nn0=ne0 is the negative ion concentration ratio.

Using the power series expansion of the exponential terms in

(1c) around zero, it becomes

@2/
@2x
þ @

2/
@2y
¼ 1þ a1/þ a2/

2 þ a3/
3 � ni; (2)

where, a1 ¼ le þ lnrn; a2 ¼ leþlnr
2
n

2
and a3 ¼ leþlnr

3
n

6
.

In order to investigate the propagation of IAWs and

derive the set of DS equations, we employ the standard

reductive perturbation expansion. The stretched variables in

space and time may be introduced as n ¼ �ðx� vgtÞ; g ¼ �y
and s ¼ �2t, where vg is the group velocity that will be found

later by the solvability condition of equations (1). � is a small

parameter that measures the strength of nonlinearity. The

dependent physical variables around their equilibrium values

are expanded as follows:

niðx;y; tÞ
uiðx;y; tÞ
viðx;y; tÞ
/ðx;y; tÞ

0
BBBBB@

1
CCCCCA¼

1

0

0

0

0
BBBBB@

1
CCCCCAþ

X1
p¼1

�p
Xþ1

l¼�1

n
ðpÞ
l n;g;sð Þ

u
ðpÞ
l n;g;sð Þ

vðpÞl n;g;sð Þ

/ðpÞl n;g;sð Þ

0
BBBBBBB@

1
CCCCCCCA

Al n; tð Þ:

(3)

Obviously, the above series includes all overtones Alðx; tÞ ¼
exp ½ilðkx� XtÞ� up to order p. These are due to some nonlin-

ear terms, which implies that the corresponding coefficients

are of maximum order �p, along with the relations ðnðpÞil Þ
� ¼

n
ðpÞ
i�l; ðu

ðpÞ
l Þ
� ¼ u

ðpÞ
�l ; ðv

ðpÞ
l Þ
� ¼ vðpÞ�l and ð/ðpÞl Þ

� ¼ /ðpÞ�l . The

asterisk denotes the complex conjugate. We substitute solu-

tions (3) into Eqs. (1a), (1b), and (2), and we equate each

coefficient in powers of � to zero. We obtain, at order Oð�1Þ,
for l¼ 1, the solutions

/ð1Þ1 ¼
1

k2 þ a1

n
ð1Þ
i1 ; u

ð1Þ
1 ¼

x
k

n
ð1Þ
i1 ; v1

1 ¼ 0; (4)

which exist only if the dispersion relation

x2 ¼ k2

k2 þ a1

; (5)

is satisfied. At the same order, but for l¼ 0, we obtain

n
ð1Þ
i0 ¼ u

ð1Þ
0 ¼ vð1Þ0 ¼ /ð1Þ0 ¼ 0. The coefficients of the second

harmonic, at order Oð�2Þ, may be found using the same pro-

cedure. This leads for example to the equation

a1/
ð2Þ
0 � n

ð2Þ
i0 � 2a2j/ð1Þ1 j

2 ¼ 0; (6)

for l¼ 0, and the set of equations

�vg
@n
ð1Þ
i1

@n
� ixn

ð2Þ
i1 þ iku

ð2Þ
1 þ

@u
ð1Þ
1

@n
¼ 0;

� ixvð2Þ1 ¼�
@/ð1Þ1

@g
�vg

@u
ð1Þ
1

@n
� ixu

ð2Þ
1 þ ik/ð2Þ1 ¼�

@/ð1Þ1

@n
;

ðk2þ a1Þ/ð2Þ1 � n
ð2Þ
i1 ¼ 2ik

@/ð1Þ1

@n
; ð7Þ

for l¼ 1, from which the solvability condition
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vg ¼ a1

x3

k3
; (8)

is obtained, along with the solutions

vð2Þ1 ¼
�i

xðk2þa1Þ
@n
ð1Þ
1

@g
; /ð2Þ1 ¼

n
ð2Þ
1

ðk2þa1Þ
þ 2ik

ðk2þa1Þ2
@n
ð1Þ
1

@n
;

u
ð2Þ
1 ¼

ik

ðk2þa1Þ3=2

@n
ð1Þ
1

@n
þx

k
n
ð2Þ
1 : (9)

For l¼ 2, we extract the set of equations

�2ixn
ð2Þ
i2 þ2iku

ð2Þ
2 þ2ikn

ð1Þ
i1 u

ð1Þ
1 ¼ 0;

�2ixu
ð2Þ
2 þ ikðuð1Þ1 Þ

2þ2ikn
ð1Þ
i1 u

ð1Þ
1 ¼ 0;

ð4k2þa1Þ/ð2Þ2 �n
ð2Þ
i2 þa2ð/ð1Þ1 Þ

2¼ 0 and �2ixvð2Þ2 ¼ 0;

(10)

which admits the solutions

/ð2Þ2 ¼ a/ðnð1Þi1 Þ
2; n

ð2Þ
i2 ¼ anðnð1Þi1 Þ

2; u
ð2Þ
2 ¼ auðnð1Þi1 Þ

2;

vð2Þ2 ¼ 0; (11)

with

a/ ¼
1

2k2
� a2

3k2ðk2 þ a1Þ2
;

an ¼ ða1 þ 4k2Þa/ þ
a2

ðk2 þ a1Þ2
; au ¼

x
k
ðan � 1Þ: (12)

The zeroth harmonic mode also appears due to the self-

interaction of the modulated carrier wave. Its expression can-

not be determined completely within the second order, and

we will have to consider the third-order equations. Thus, the

set of equations corresponding to the ðl ¼ 0Þ� components

of the third-order part of the reduced equations is given by

�vg
@n
ð2Þ
i0

@n
þ @u

ð2Þ
0

@n
þ @v

ð2Þ
0

@g
þ 2

ðk2 þ a1Þ1=2

@jnð1Þi1 j
2

@n
¼ 0;

�vg
@u
ð2Þ
0

@n
þ @/

ð2Þ
0

@n
þ 1

k2 þ a1

@jnð1Þi1 j
2

@n
¼ 0;

� vg
@vð2Þ0

@n
þ @/

ð2Þ
0

@g
þ 1

k2 þ a1

@jnð1Þi1 j
2

@g
¼ 0; (13)

to which we have added Eq. (6) from the order (�2, l¼ 0).

This leads to

d1

@2/2
0

@n2
� @

2/2
0

@g2
� d2

@2jnð1Þi1 j
2

@n2
� d3

@2jnð1Þi1 j
2

@g2
¼ 0; (14)

with

d1 ¼ v2
ga1 � 1; d2 ¼

2vg

ðk2 þ a1Þ1=2
þ 1

k2 þ a1

�
2a2v2

g

ðk2 þ a1Þ2
;

d3 ¼
1

k2 þ a1

: (15)

The various expressions found in the above calculations are

then introduced into the (l¼ 1)-component of the third-order

part of the equations. One then finds the following amplitude

equation

i
@n
ð1Þ
i1

@s
þ c1

@2n
ð1Þ
i1

@n2
þ c2

@2n
ð1Þ
i1

@g2
þ c3jn

ð1Þ
i1 j

2n
ð1Þ
i1 þ c4/

ð2Þ
0 n

ð1Þ
i1 ¼ 0;

(16)

with the coefficients

c1 ¼
3ka1

2ðk2 þ a1Þ5=2
; c2 ¼

a1

2kðk2 þ a1Þ3=2
;

c3 ¼ �
k

2ðk2 þ a1Þ1=2
6þ 2k2

a1

þ 3a1

2k2
� 4a2

3k2ðk2 þ 1Þ �
2a2

3k2

"

þ 2a2

ðk2 þ a1Þ2
þ 2a2

2

3k2ðk2 þ a1Þ3
� 3a3

ðk2 þ a1Þ3

#
;

c4 ¼ �
kðk2 þ a1Þ3=2

a1

� ka1

2ðk2 þ a1Þ1=2
þ ka2

ðk2 þ a1Þ3=2
: (17)

Further introducing the notations F ¼ n
ð1Þ
i1 and G ¼ /ð2Þ0 ,

Eqs. (16) and (14) become

i
@F

@s
þ c1

@2F

@n2
þ c2

@2F

@g2
þ c3jFj2Fþ c4GF ¼ 0; (18a)

d1

@2G

@n2
� @

2G

@g2
� d2

@2jFj2

@n2
� d3

@2jFj2

@g2
¼ 0: (18b)

Equation (18) are the well-known DS equations in two-space

that was initially derived by Davey and Stewartson to describe

modulated waves packets in water of finite depth.38 Thereafter, it

was shown to admit soliton-like solutions via the inverse scatter-

ing transform.39 A rigorous derivation of the DS equations was

proposed in Ref. 40 in the context of nonlinear propagation of

gravity-capillary surface waves under tension. One may also cite

many contributions devoted to multi-dimensional classical

plasma systems.30,32–34,41 Specifically, DS equations were shown

to arise in multi-dimensional plasmas under the assumption that

ion waves were parallel to the magnetic field.34 In the previous

case, the electronegative character of the plasma was ignored

leading to the simplified case a1 ¼ 1, i.e., x2 ¼ k2

k2þ1
, therefore

giving rise to the modification in the group velocity as clearly

pictured in Fig. 1. For the frequency, in the presence of negative

ions, the upper cut-off value drops, while for the group velocity,

the lower cut-off value drops and its upper cut-off value

increases. This clearly shows that the presence of negative ions

may bring about important features in the formation 2D IAWs.

Also, we clearly see that the coefficients (15) and (17) of the DS

system depend on the negative ion parameters, which in turn

affect their sign and consequently the MI of plane wave solutions

as supported by Sec. III.

III. MODULATIONAL INSTABILITY

The DS equations govern the MI of 2D IAWs, and we

look for the stability/instability conditions for the emergence
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of modulated waves in ENPs. Similar procedure was

adopted in Refs. 30, 33, and 34 on a simplified 2D model,

i.e., by considering only one ion type. Homogeneous

solutions for the DS system are usually considered in the

form F ¼ F0 exp iða1nþ a2g� Xsþ uÞ, G¼G0, where

F0;G0; a1; a2 and / are real constants. The above trial solu-

tions may propagate in the system under the condition that

the dispersion relation X ¼ c1a
2
1 þ c2a

2
2 � c3F2

0 � c4G0 be

satisfied. Small perturbations are usually introduced into

such solutions in order to test their stability and robustness.

We therefore consider the perturbed solutions

F ¼ ðF0 þ DFÞeiða1nþa2g�XsþuþDuÞ; G ¼ G0 þ DG; (19)

where the perturbations DF; DG, and Du are assumed in the

form

DF
DG
Du

0
@

1
A ¼ dF

dG
du

0
@

1
ARe eiðl1nþl2g��sÞf g: (20)

Making use of the above and linearizing around the unper-

turbed plane waves lead to a homogeneous system in dF, dG,

and du, which admits non-trivial solutions if its determinant

is zero. This yields the nonlinear dispersion relation

�2
1 ¼ ðl2

1c1 þ l2
2c2Þ

�
l2

1c1 þ l2
2c2 � 2c3F2

0

þ2c4F2
0

l2
1d2 þ l2

2d3

l2
2 � l2

1b1

�
; (21)

where �1 ¼ ð� � 2c1l1a1 � 2c2l2a2Þ. The plane wave will

then be said to be unstable under modulation if �2
1 < 0, i.e.,

l2
1c1þl2

2c2

� �2

� 1�2F2
0

c3ðl2
2�l2

1b1Þ� c4ðl2
1d2þl2

2d3Þ
ðl2

2�l2
1b1Þðl2

1c1þl2
2c2Þ

 !( )
< 0: (22)

Obviously, the stability/instability condition only depends

on the term in brackets, which also give the threshold

amplitude

F2
0;cr ¼

1

2

ðl2
2 � l2

1b1Þðl2
1c1 þ l2

2c2Þ
c3ðl2

2 � l2
1b1Þ � c4ðl2

1d2 þ l2
2d3Þ

; (23)

above which modulated IAWs may be observed.

Beforehand, it was shown in Refs. 37 and 42 that some val-

ues of a and rn do not support the formation of nonlinear

waves in ENPs. In order to verify this for the rest of the cal-

culations, we have first plotted the growth rate of MI versus

the negative ion concentration ratio a, for different values of

rn, with fixed perturbation wavenumbers l1 and l2. The

growth rate plotted in Fig. 2 is in general given by

C ¼
ffiffiffiffiffiffiffiffiffi
��2

1

p
. For unstable patterns to be observed, the growth

rate of instability should be positive. Indeed, the results pre-

sented in Fig. 2 confirm the fact that not all the values of the

plasma parameters will lead to solitonic structures in the

studied plasma system. In the first case, for k¼ 0.8, there are

clearly two regions where C > 0, with one belonging to the

interval a < 0:16 and the other appearing in the interval

FIG. 1. The panels show (a), the fre-

quency and (b), the group velocity ver-

sus the wavenumber k. The curves

labelled by (1) and (2) correspond,

respectively, to the simple plasma,

with only one ion species, and to the

electronegative plasma.

FIG. 2. Instability growth rate versus a, the negative ion concentration ratio. Instability features are obtained for different values of rn. Panel (a) corresponds

to k¼ 0.8, panels (b) and (c) to k¼ 1.2 and 1.5, respectively. The intervals of a that may lead to unstable IAWs are those corresponding to C > 0. The rest of

parameter values are as follows: a1 ¼ a2 ¼ 1:8; F0 ¼ 0:25; G0 ¼ 0:03, and l1 ¼ l2 ¼ 1:25.
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a > 0:38. The second interval expands with increasing rn,

while the first tends to disappear for high values of the

negative-ion temperature ratio rn. Fixing k¼ 1.2, the same

behavior persists, except that for rn ¼ 9:5, only the interval

of the small a appears, while the interval for high a latter

appears when rn increases. One may also notice the behavior

in Fig. 2(c) of C, where additional unstable regions appear

for higher rn and k¼ 1.5.

Using these intervals of a, we have illustrated some fea-

tures of the instability spectrum in Fig. 3 in the ðrn; l2Þ�
plane for a picked respectively from small and high regions

of Fig. 2, with different values of k and l1 ¼ 1:25. Note that

regions with contour lines indicate where unstable wave pat-

terns are expected to develop, while the plane wave is sup-

posed to remain stable in the remaining blue regions. In Fig.

3(aj)j¼1;2;3, we have for example fixed k¼ 0.8, when a takes

the respective values 0.01 [Fig. 3(a1)], 0.015 [Fig. 3(a2)],

and 0.02 [Fig. 3(a3)]. Obviously, with increasing the nega-

tive ion concentration ratio, the region of instability gets

more and more reduced and the highest value of the growth

rate delocalizes. To plot Fig. 3(bj)j¼1;2;3, we have considered

k¼ 1.2, a keeping the respective values as previously.

Interestingly, the single region of instability observed here

progressively splits into two regions with increasing a. Also,

the left region of instability tends to disappear in favor of the

right one, therefore leading almost to the case of Fig. 3(a1).

The last case, i.e., Fig. 3(cj)j¼1;2;3, has been obtained for

k¼ 1.2, but with a taking high values, i.e., 0.5 [Fig. 3(c1)],

0.7 [Fig. 3(c2)], and 0.8 [Fig. 3(c3)]. The features of instabil-

ity are different in this case, and the instability region deloc-

alizes as a increases. Also, for the particular case of Fig.

3(c2), the region where IAWs are expected is quite large

compared to the other two cases. We also confirm that the

case of Fig. 3(c3) is included in Fig. 3(c2).

To remind, when parameters are picked from regions of

instability, nonlinear modulated IAWs are expected to

evolve in the system. This is confirmed to be fully sensitive

to the electronegative character of the plasma studied here,

which implies that the criterion (22) gives more exotic

behaviors of the instability of IAWs than the one-

FIG. 3. The instability growth rate is plotted in the ðrn;l2Þ� plane in agreement with the intervals of a found in Fig. 2. In panels (aj)j¼1;2;3, we have fixed

k¼ 0.8 and: (a1) a ¼ 0:01, (a2) a ¼ 0:015, and (a3) a ¼ 0:02. In panels (bj)j¼1;2;3, we consider k¼ 1.2, while a takes the respective values as in panels (aj).

Panels (bj)j¼1;2;3 are plotted for k¼ 1.2, but a takes the respective values 0.5, 0.7, and 0.8, which corresponds to the respective panels (c1), (c2), and (c3). We

have also fixed a1 ¼ a2 ¼ 1:8; F0 ¼ 0:25; G0 ¼ 0:03, and l1 ¼ 1:25.
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dimensional case, and particularly the case that does not spe-

cifically include the presence of negative ions among other

species. Nevertheless, the linear stability analysis gives only

information about the regions of parameters where the trains

of waves and soliton-like structures may be expected. It does

not say anything about the long-time evolution of the investi-

gated waves. Appropriate numerical results, via direct

numerical simulation of the DS equation (18), using Eq. (19)

as initial conditions, are consequently depicted in Fig. 4.

Parameters have mainly been picked from the theoretically

predicted instability regions of Fig. 3, which confirms the

accuracy of our stability analysis of the plane wave solution.

We should stress that unstable regions of parameters are

those where the plane wave solution breaks into solitonic

trains as the result of the competition between nonlinearity

and dispersion. Here obviously, we spontaneously get

dromion-lattice structures, significant excitations that are

localized in all directions of the plasma with constant period.

Figure 4(aj)j¼1;2;3 show the amplitude of Fðs; n; gÞ and

Fig. 4(bj)j¼1;2;3 show their corresponding density plots at

time s¼ 200. Most importantly, it is clearly visible that the

frequency of the obtained patterns is very sensitive to the

variation of the electronegative parameters a and rn. For the

case of Figs. 4(a1)–(b1) and 4(a2)–(b2), for example, we

have, respectively, fixed ða ¼ 0:02; rn ¼ 12:5Þ and

ða ¼ 0:08; rn ¼ 12:5Þ. With increasing the value of a, with

rn constant, there is an increase in the frequency of the

dromion-lattices. This was already pointed out by

El-Tantawy et al.43 in the case of the breather solutions of

the one-dimensional model. We should stress that values for

a and rn to illustrate these two cases were picked from

Fig. 3(a3). In Figs. 4(a3)–4(b3), we have rather considered

the couple of parameters ða ¼ 0:9; rn ¼ 22:5Þ, which corre-

sponds to the region of instability detected in Fig. 3(c2). For

these regions, one notices a significant increase in the fre-

quency of the dromions, which shows that a and rn cause the

explosion of unstable wave patterns. Moreover, one might

notice the decrease in the wave amplitude when a and rn

increase. In the recent years, dromion solitons have been

found to be exact solutions for the DS-I equation. The fact

that they are obtained here under the activation of MI is a

clear sign that when the values of parameters are suitably

chosen, the set of Eq. (18) may adopt the DS-I equation com-

portment and exact dromion solutions may therefore be

derived as proposed in Sec. IV.

IV. ONE- AND TWO-DROMION STRUCTURES

The DS equations are divided into two types, the DS-I

and DS-II equations, depending on the sign and values of

parameters, and the physical systems studied.44,45 Here,

obviously, from the results of Sec. III, one may obtain the

two types of systems. However, the dromion soliton solu-

tions obtained numerically in Fig. 4 are solutions of the DS-I

system. It has been shown that the system of Eq. (18) may

display DS-I behaviors if the conditions46

c1=c2 > 0 and c3 > 0; (24)

are satisfied. These might then be the necessary conditions to

find dromion solutions. The regions of parameters where this

is possible are displayed in Fig. 5, where c1=c2 and c3 are

plotted versus the wavenumber k, for different values of the

FIG. 4. The panels show wave patterns due to MI in the DS model (18), using Eq. (19) as initial conditions. Numerical solutions are obtained at time s¼ 200.

Panels (a1)–(b1) have been plotted for ða ¼ 0:01; rn ¼ 12:5Þ, panels (a2)–(b2) for ða ¼ 0:02; rn ¼ 12:5Þ and panels (a3)–(b3) ða ¼ 0:9; rn ¼ 22:5Þ, with the

other parameter values being: a1 ¼ a2 ¼ 1:8; F0 ¼ 0:25; G0 ¼ 0:03, and l1 ¼ l2 ¼ 1:25 and k¼ 1.2.
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negative ion concentration ratio a. In Fig. 5(a), the first con-

dition is exclusively fulfilled, given that c1=c2 is always posi-

tive for any k> 0. Obviously, the condition on c3 is the only

one that influences the form of Eq. (18) [see Fig. 5(b)]. It

should be noticed that the intervals of k, where c3 > 0,

changes with a and there Eq. (18) will take the DS-I form.

Otherwise, when c3 < 0, Eq. (18) will turn into the DS-II

form. In the particular case of Fig. 5, the region where c3 > 0

gets expanded with increasing a. Here, we have fixed

rn ¼ 12:5. In order to complete this analysis, we have

increased rn to 22.5 to plot c3 as given by Fig. 6. Contrarily to

what is observed in Fig. 5, the region where c3>0 gets reduced

when a increases. It is important to precise that together with

the wavenumber k, the plasma parameters a and rn have been

shown to importantly influence the occurrence of MI and in

turn, some of the regions where c3 is positive are those

detected in the study of MI, principally in Fig. 2. Such values

will also be used in the rest of the paper in order to bring out

the relationship between MI and solitons in the studied plasma

system. Using this, finding solutions for Eq. (18) might require

the dependent and independent variables to be rescaled so that

Q¼ c3jFj2þ c4G; n0 ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d1c3þd2c4

p n; g0 ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c3�d3c4

p g:

(25)

We also rotate the coordinate axes by 45�, and we

introduce the following new independent variables:

X ¼ 1ffiffiffi
2
p ðn0 þ g0Þ; Y ¼ 1ffiffiffi

2
p ðn0 � g0Þ: (26)

Substituting the above into Eq. (18) leads to the following

idealized form of the DS-I system

iFs þ aðFXX þ FYYÞ þ bFXY þ FQ ¼ 0; (27a)

a0ðQXX þ QYYÞ þ b0QXY þ 2ðjFjÞ2XY ¼ 0; (27b)

where a, a0, b and b0 are constants given by

a ¼ c1

2ðd1c3 þ d2c4Þ
þ c2

2ðc2 � d3c4Þ
;

b ¼ c1

2ðd1c3 þ d2c4Þ
� c2

2ðc2 � d3c4Þ
;

a0 ¼ d1

2ðd1c3 þ d2c4Þ
� 1

2ðc2 � d3c4Þ
;

b0 ¼ d1

2ðd1c3 þ d2c4Þ
þ 1

2ðc2 � d3c4Þ
: (28)

It is obvious that even after the different transformations, the

above set of equations still depends on the plasma parame-

ters, especially a and rn.

In order to solve Eq. (27), they can be transformed into

the bilinear forms

DXYf :f ¼m g �g�ð Þ and ðiDsþaðDXXþDYYÞþbDXYÞg � f ¼ 0;

(29)

through the variable transformation

F ¼ g

f
and Q ¼ cðlnf ÞXY ; (30)

where the Hirota bilinear D� operator is defined by

Dn
xg � f ¼ ð@x1

� @x2
Þnf ðx1Þgðx2Þjx2¼x1¼x: (31)

The functions f and g can be expanded in the form of power

series as f ¼ 1þ d2f2 þ d4f4 and g ¼ dg1 þ d3g3, where d is

an arbitrary parameter. The different solutions are found by

FIG. 5. (a) c1=c2 is plotted versus the

wave number k for rn ¼ 12:5, with dif-

ferent values of an picked from the dia-

grams of Fig. 2. (b) c3 is plotted versus

k under the same conditions, using the

same values of parameters. For any

k> 0, c1=c2 is positive, while c3

presents positive and negative regions.

FIG. 6. c3 is plotted versus the wavenumber k for rn ¼ 22:5, with a taking

different values as predicted in the diagrams of Fig. 2. For any k> 0, c3

presents positive and negative regions, which correspond to the DS-I domain.

092114-7 Panguetna, Tabi, and Kofan�e Phys. Plasmas 24, 092114 (2017)



replacing f and g into (29) and collecting terms with the

same power in d. The remaining calculations are made to

find g1, g3, f2, and f4. However, a general expression for g1 is

given by

g1 ¼
XN

j¼1

exp hj; with hj ¼ kjX þ ljY � ixjtþ aj; (32)

where kj, lj, and aj are complex constants. For the rest, the

Hirota method is straightforward and well-documented

nowadays. The one- and two-dromion solutions have been

proposed in Ref. 46. In what follows, we exploit those results

in order to discuss the features of such waves in the model

under our study.

A. The one-dromion soliton

The generalized form of the one-soliton solution is given

by

F1D ¼
g1D

f1D
¼ q exp ðh1 þ h2Þ

1þ a exp ðh1 þ h�1Þ þ b exp ðh2 þ h�2Þ þ c exp ðh1 þ h�1 þ h2 þ h�2Þ
; (33)

where jqj2 ¼ ðp1 þ p�1Þðp2 þ p�2Þðc� fbÞ; h1 ¼ p1X þ x1tþ
a1 and h2 ¼ p2Y þ x2tþ a2, with f, b, and c being real posi-

tive constants, x1 ¼ iap2
1 and x2 ¼ iap2

2. It should be

noticed that the relative sign of the real parts of p1 and p2

determines whether c should be larger or smaller than fb.

Using suitable values of parameters, especially the couple

(a; k), we obtain the one-dromion solition shown in Figs.

7(a)–7(d), where upper panels show plots of the dromion

solution and the lower panels display their density plots.

From solution (33), /ð1Þ1 ðX; Y; tÞ ¼ ðk2 þ a1ÞF1D has been

represented at different instants, and one clearly sees how its

shape and amplitude are conserved. However, these

characteristics are sensitive to the plasma parameters as

shown in Figs. 7(e) and 7(f). We have fixed a ¼ 0:25 and, as

a whole, for rn < 10, the amplitude is a decreasing function

of rn as shown in Fig. 7(e). Contrarily, Fig. 7(f) shows that

the amplitude of the dromion increases with rn > 10.

Importantly, the width of the solution gets expanded when

rn increases in both cases.

B. The two-dromion soliton

One can proceed in a similar way and find the two-

dromion solution in the form

FIG. 7. Panels (a)–(d) show the surface

and corresponding density plots of the

one-dromion solution (33) in the

ðX;YÞ� space at different instants. (e)

and (f) show the effect of the ENP

parameters, a and rn, on the amplitude

and width of the one-dromion solution.

For (a)–(d) parameters are fixed as

k¼ 0.15, a ¼ 0:2, and rn ¼ 5:5. For

(e) and (f), we have used the values for

a and k with changing rn.
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F2D ¼

q11 exp ðh1 þ h3Þ þ q12 exp ðh2 þ h3Þ
þq21 exp ðh1 þ h�1 þ h2 þ h3Þ þ q22 exp ðh1 þ h2 þ h�2 þ h3Þ

( )

1þ A exp ðh1 þ h�1Þ þ B exp ðh2 þ h�2Þ þ C exp ðh3 þ h�3Þ þ Dðexp ðh1 þ h�2Þ
þexp ðh2 þ h�1ÞÞ þ Eðexp ðh1 þ h�2 þ h3 þ h�3Þ þ exp ðh2 þ h�1 þ h3 þ h�3ÞÞ
þF exp ðh1 þ h�1 þ h2 þ h�2Þ þ G exp ðh2 þ h�2 þ h3 þ h�3Þ
þH exp ðh1 þ h�1 þ h3 þ h�3Þ þ I exp ðh1 þ h�1 þ h2 þ h�2 þ h3 þ h�3Þ

8>>>>><
>>>>>:

9>>>>>=
>>>>>;

; (34)

FIG. 8. The panels show the elastic collision of the two-dromion solution (34) in the ðX; YÞ� space at different instants. In (aj)j¼1;2;3, two dromions of the

same amplitude interact and keep their individual characteristics after collision. In panels (bj)j¼1;2;3, a small dromion and a highly localized one interact and

there is an equipartition of energy after collision, leading to two identical waves, with the same characteristics. Parameters are k¼ 0.15, a ¼ 0:2, and rn ¼ 5:5.
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where A, B, C, D, E, F, G, H, and I are real, positive con-

stants. h1, h2, and h2 are assumed to be in the forms

h1¼p1Xþx1tþb1, h2¼p2Xþx2tþb2;h3¼p3Yþx3tþb3,

with the conditions x1¼ iap2
1;x2¼ iap2

2, and x3¼ iap2
3.

Commonly, solitonic structures undergo elastic and inelastic

collisions where they exchange or share energy.47 During

elastic collisions, the two waves conserve their respective

characteristics before and after interacting as shown in Fig.

8(aj)j¼1;2;3;4 at different instants. Another scenario, which

may arise during elastic collisions is energy equipartition.

This is for example depicted in Fig. 8(bj)j¼1;2;3;4. When two

dromions with different amplitudes and width interact, the

one with the highest amplitude may transfer some energy to

the small one, the whole process leading to two identical dro-

mions of equal amplitude and width. In Fig. 9, a different

spectrum of behaviors is obtained, where the two dromions

initially having the same amplitude interact and merge into

one. This is not surprising, as the phenomenon of inelastic

collision is inherent to multi-component plasmas, which may

include electrons, positive, and negative ions.48,49 This is

one of the main mechanisms leading to the production of

plasma particles, via energy recombination among the avail-

able dynamical modes.48,49 Experiments on plasmas have

shown the existence of interacting solitons, as it was the case

in a monolayer strongly coupled complex (dusty) plasma.50

One may also notice the contribution by Mandal and

Sharma51,52 who reported interacting solitons in the electron-

acoustic regime of collisionless plasmas. Using a one-

dimensional ENP model, the interaction between positive

and negative solitons was studied with the emphasis on the

coupled effects of a and rn.42 However, in the latest context,

dromion solutions have not been reported in the literature,

including their response to strong concentration of negative

ions and the subsequent plasma temperature.

V. CONCLUDING REMARKS

We have considered a two-dimensional ENP model to

study the propagation of modulated IAWs and some subse-

quent exact solutions. Using the reductive perturbation

method, we have shown that IAWs may be described using

the DS equations with coefficients strongly dependent on

negative ion parameters, i.e., the electron-to-negative ion

temperature ratio ðrnÞ and the negative ion concentration

ratio (a). The MI of planar waves has been addressed based

on such parameters, which were found to importantly affect

the features of instability. A parametric analysis of MI has

been performed to that effect, where some values of a and rn

have been found to be against the emergence of modulated

IAWs. Analytical investigations of MI have been confirmed

numerically, where the activation of MI in the DS equation

(18) has led to series of dromion-like structures, very sensi-

tive to plasma parameters. Knowing that dromions are intrin-

sic solutions of the DS-I equations, the Bilinear Hirota

method has been used to find their exact expressions. The

impact of the plasma parameters on their shape and charac-

teristics has been discussed, along with some collision sce-

narios. We have shown that when parameters are suitably

fixed, such dromion solutions may undergo elastic and

inelastic interactions. The next step to this study would be a

generalization of the studied model to its three-dimensional

version in a magnetized ENP.
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Abstract

A three-dimensional electronegative plasma model is studied. Modulated ion-acoustic waves are

investigated via the activation of modulational instability in the Davey-Stewartson equations,

with three space variables. The contributions of the modulation angle (θ) and electronegative

plasma parameters are discussed to that effect, including some particular cases such as the

parallel and transverse modulations. The parametric linear stability analysis that is proposed

shows that the growth rate of instability displays opposite regions of instability for parallel

and transverse modulations when the negative ion concentration ratio (α) and the electron-to-

negative ion temperature ratio (σn) change.

Keywords: Electronegative Plasmas; Modulational Instability; Modulation angle.

1 Introduction1

In the last twenty years, solitonic structures have been studied in a broad range physical2

systems, especially in nonlinear optics [1, 2, 3, 4], biophysics [5, 6, 7, 8] and in Bose-Einstein3

condensates [9, 10]. They originate from the competition between nonlinear and dispersive4

effects, and can move over long distances, with unaltered characteristics. The physics of dusty5

plasmas has significantly been related to linear and nonlinear waves, usually observed in space6

and laboratory plasmas. For example, ion-acoustic solitons have been the object of intense7

investigations, both theoretically and experimentally in plasmas comprising electrons and posi-8

tive ions [11, 13, 14, 15, 16, 17]. In electronegative plasmas (ENPs), one finds both negative and9

positive ion species, as well as electrons. Negative ion plasmas may be obtained as a result of10

basic processes, such as dissociative or non-dissociative electron attachment to neutrals, espe-11

cially when electronegative gases are injected into an electrical gas discharge or injected from an12

external source [11, 12, 18]. In ENPs, there should be a critical concentration of negative ions13

for compressive soliton propagation to be possible. Indubitably, this is straightforwardly related14

to the critical negative ion density, which for some values beyond that critical one, may support15

the emergence of rarefractive solitons [19]. Nevertheless, if at the critical density, the interplay16

between dispersive and nonlinear effects is lost and consequently the usual Korteweg-de Vries17

(KdV) theory will no more be suitable for studying soliton propagation [20, 21]. However, a18
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time-dependent perturbation may lead to a modified KdV (mKdV) equation, only in the pres-19

ence of higher-order nonlinearity [22]. More recently, experimental observations of Peregrine20

solitons in nonlinear optical fibers [23, 24], water tank experiment [25, 26] and in plasmas [27, 28]21

have opened a new route to study their characteristics more deeply. Along the same lines, Ion22

acoustic waves (IAWs) are found to be modulationally unstable when the plasma contains a23

critical amount of negative ions and described by the nonlinear Schrödinger (NLS) equation.24

Mamun et al. [11], based on laboratory experiments, have recently paid attention to the ex-25

istence of IA and DIA waves in an electronegative plasma made of Boltzmann negative ions,26

Boltzmann electrons and cold mobile positive ions. Also, we have highlighted, in our previ-27

ous works, the impact of the negative ion concentration ratio and the electron-to-negative ion28

temperature ratio on the modulational instability (MI) both in one- and two dimensional con-29

texts [29, 30]. In fact, the MI of nonlinear excitations in plasmas is a well-known phenomenon30

leading to energy localization, the main consequence being the formation of bright envelope31

solitons. This means that, in the absence of instability, dark solitons are the most probable32

excitations to emerge in such systems. MI therefore originates from the fact that a small plane33

wave perturbation grows exponentially and the resulting sidebands get amplified, to finally dis-34

play trains of oscillations. In general, the subsequent bright solitons are solutions of the NLS35

equation, which can be derived from generic hydrodynamic plasma equations using appropriate36

expansion methods such as the reductive perturbative method [16, 17], the derivative expansion37

method [31], the Kryslov-Bogoliubov method [32, 33], to name just a few. In more recent contri-38

butions, particular attention has been paid to the multi-dimensional versions of such methods,39

leading to more upgraded amplitude equations such as the Davey-Stewartson (DS) equation40

and the multi-dimensional NLS equation, with at least two space variables. The MI and soliton41

solutions of the 2D-DS equations have been recently addressed, with emphasis on the effects42

of the ENP parameters. Periodic solutions and MI of the DS were also proposed by Tajiri et43

al. [34]. Gill and co-workers [35] also studied 2D envelope electron acoustic waves in the pres-44

ence of Cairns non-thermal distribution of hot electrons. Bedi and Gill [15] studied envelope45

electron acoustic waves subjected to transverse perturbations, in the presence of κ−distributed46

hot electrons. In three dimensions, Carbonaro [14] derived DS equations from a plasma system47

consisting of cold electrons, hot electrons and steady background of ions, and further supported48

the idea of Kourakis and Shukla [13] that in higher dimensions the MI phenomenon is mostly49

controlled by the modulation angle, leading to parallel, transverse and oblique modulations.50

The concept is also introduced in the present work and applied to ENPs. We study the dynam-51

ical outcomes of the interplay between ENP parameters and the angle of modulation using the52
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MI technique. The 3D-DS equations are first derived via the reductive perturbation method,53

followed by a comprehensive parametric linear stability analysis of plane wave solutions. Some54

particular cases such as the parallel and transverse modulations are discussed. Some concluding55

remarks ends the paper.56

2 Mathematical Model57

We consider an unmagnetized electronegative plasma system composed of Maxwellian electrons58

and negative ions in addition to cold mobile positive ions [11, 29, 36]. The nonlinear features59

of the IAWs may be described by the following set of coupled normalized ion-fluid equations in60

three-space dimension:61

∂ni
∂t

+ div
(
ni
−→
V
)

= 0, (1a)

62

∂
−→
V

∂t
+
(−→
V · −−→grad

)−→
V = −−−→gradφ, (1b)

63

∆φ = µe expφ+ µn expσnφ− ni, (1c)

where ni is the number density of positive ions, which is normalized by the unperturbed value64

ni0.
−→
V = u−→ex + v−→ey + w−→ez , where u, v and w are the velocities of charged dusts (with65

mass mi ) in x, y and z directions, respectively. The overall charge neutrality at equilibrium66

is n
(0)
i = n

(0)
e + n

(0)
n . The different variables that appear in Eqs. (1a)-(1c) have also been67

adequatly normalized: ni is normalized by the unperturbed ion density ni0;
−→
V is normalized68

by the dust-acoustic (DA) speed c =
√
ZkBTe/mi, with Te denoting the electron temperature,69

kB the Boltzmann constant and Z the charged dust state, i.e., the number of electrons per ion70

found on the dust-grain surface. φ represents the electrostatic wave potential and is normalized71

by kBTe/e, where e is the magnitude of the electron charge. The time and space variables72

are normalized by the ion-Debye length λD = (kBTe/4πe
2ni)

1/2
and the ion plasma period73

ω−1 = (4πe2ni0/mi)
−1/2, respectively. σn = Te/Tn is the electrons-to-negative ion temperature74

ratio, µe = ne0/ni0 and µn = nn0/ni0, where ni0 , nn0 and ne0, are the unperturbed densities75

of the positive ions, negative ions and electrons, respectively. At equilibrium, the neutrality76

condition of the plasma reads µe + µn = 1, where µe = ne0/ni0 = 1/(1 + α), with α = nn0/ne0.77

Using the power series expansion of the exponential functions around zero, Eq. (1c) becomes78

∂2φ

∂x2
+
∂2φ

∂y2
+
∂2φ

∂z2
= 1 + a1φ+ a2φ

2 + a3φ
3 − ni, (2)

where, a1 = µe + µnσn, a2 = µe+µnσ2
n

2
and a3 = µe+µnσ3

n

6
.79
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In order to investigate the propagation of IAWs and derive the amplitude equations for the80

above-described plasma system, we employ the standard reductive-perturbation technique. We81

introduce the stretched variables in space and time as, ξ = ε(x − vgt), η = εy, ζ = εz and82

τ = ε2t, where the group velocity vg will be determined later by the solvability condition of83

Eqs. (1). The dependent physical variables around their equilibrium values are given by the84

trial expressions85

n = 1 +
∞∑

p=1

εp
+∞∑

l=−∞
n

(p)
il (ξ, η, ζ, τ)Al (x, t) (3a)

86

φ =
∞∑

p=1

εp
+∞∑

l=−∞
φ

(p)
l (ξ, η, ζ, τ)Al (x, t) (3b)

87

−→
V =

∞∑

p=1

εp
+∞∑

l=−∞




u
(p)
l (ξ, η, ζ, τ)

v
(p)
l (ξ, η, ζ, τ)

w
(p)
l (ξ, η, ζ, τ)


Al (x, t). (3c)

We Note that the above series include all overtones Al(x, t) = exp[il(kx − ωt)] up to order p,88

generated by the nonlinear terms, i.e., the corresponding coefficients are of maximum order εp.89

The reality condition of physical variables requires the relations
(
n

(p)
il

)∗
= n

(p)
i−l,

(
u

(p)
l

)∗
= u

(p)
−l ,90

(
v

(p)
l

)∗
= v

(p)
−l ,

(
w

(p)
l

)∗
= w

(p)
−l and

(
φ

(p)
l

)∗
= φ

(p)
−l to be satisfied. The asterisk denotes the91

complex conjugation. Substituting trial solutions (3a)-(3c) into the basic Eqs. (1a), (1b) and92

(2), and equating the quantities with equal power of ε, we obtain at ε1 order, for l = 1, the93

following solutions corresponding to the first harmonic of perturbation94

φ
(1)
1 =

1

k2 + a1

n
(1)
i1 , u

(1)
1 =

ω

k
n

(1)
i1 , v

1
1 = 0, w1

1 = 0, (4)

given that the dispersion relation95

ω2 =
k2

k2 + a1

(5)

be satisfied. We process the same way and obtain the second-order terms, namely the ampli-96

tudes of the second harmonics and constant terms as well as the non vanishing contributions97

to the first harmonics. We obtain the following equations at O(ε2)−order, for l = 0,98

a1φ
(2)
0 − n(2)

i0 − 2a2|φ(1)
1 |2, (6)

and99

− vg
∂n

(1)
i1

∂ξ
− iωn(2)

i1 + iku
(2)
1 +

∂u
(1)
1

∂ξ
= 0; −vg

∂u
(1)
1

∂ξ
− iωu(2)

1 + ikφ
(2)
1 = −∂φ

(1)
1

∂ξ
= 0;

− iωv(2)
1 = −∂φ

(1)
1

∂η
, −iωw(2)

1 = −∂φ
(1)
1

∂ζ
; (k2 + a1)φ

(2)
1 − n(2)

i1 = 2ik
∂φ

(1)
1

∂ξ

(7)
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for l = 1. For l = 2, the system reduces to100

− 2iωn
(2)
i2 + 2iku

(2)
2 + 2ikn

(1)
i1 u

(1)
1 = 0; −2iωu

(2)
2 + ik(u

(1)
1 )2 + 2ikn

(1)
i1 u

(1)
1 = 0;

(4k2 + a1)φ
(2)
2 − n(2)

i2 + a2(φ
(1)
1 )2 = 0; −2iωv

(2)
2 = 0, −2iωw

(2)
2 = 0,

(8)

which provides the compatibility condition101

vg = a1
ω3

k3
. (9)

By solving equation (8), we find the second harmonic quantities n
(2)
2i , u

(2)
2 and φ

(2)
2 in term of102

φ
(1)
1 in the form103

φ
(2)
2 = αφ

(
n

(1)
i1

)2

, n
(2)
i2 = αn

(
n

(1)
i1

)2

, u
(2)
2 = αu

(
n

(1)
i1

)2

, v
(2)
2 = w

(2)
2 = 0, (10)

with104

αφ =
1

2k2
− a2

3k2(k2 + a1)2
, αn = (a1 + 4k2)αφ +

a2

(k2 + a1)2 , αu =
ω

k
(αn − 1). (11)

Moreover, the expression for the zeroth harmonic mode cannot be determined completely within105

the second order, so we will have to consider the third-order equations. Therefore, the set of106

equations given by the (l = 0)−components of the third-order part of the reduced equations is107

given by108

− vg
∂n

(2)
i0

∂ξ
+
∂u

(2)
0

∂ξ
+
∂v

(2)
0

∂η
+
∂w

(2)
0

∂ζ
+

2ω

k

∂|n(1)
i1 |2
∂ξ

= 0; −vg
∂v

(2)
0

∂ξ
+
∂φ

(2)
0

∂ζ
+
ω2

k2

∂|n(1)
i1 |2
∂ζ

= 0;

− vg
∂u

(2)
0

∂ξ
+
∂φ

(2)
0

∂ξ
+
ω2

k2

∂|n(1)
i1 |2
∂ξ

= 0; −vg
∂v

(2)
0

∂ξ
+
∂φ

(2)
0

∂η
+
ω2

k2

∂|n(1)
i1 |2
∂η

= 0,

(12)

to which we add Eq. (6) from O(ε2), for l = 0. From Eqs. (12), we get109

δ1
∂2φ2

0

∂ξ2
−
(
∂2φ2

0

∂η2
+
∂2φ2

0

∂ζ2

)
− δ2

∂2|n(1)
i1 |2

∂ξ2
− δ3

(
∂2|n(1)

i1 |2
∂η2

− ∂2|n(1)
i1 |2

∂ζ2

)
= 0, (13)

with110

δ1 = v2
ga1 − 1, δ2 =

2vgω

k
+
ω2

k2
− 2a2v

2
gω

4

k4
, δ3 =

ω2

k2
. (14)

The various expressions found in the above calculations are then introduced into the (l =111

1)−component of the third-order part of the equations. This leads to the following amplitude112

equation113

i
∂n

(1)
i1

∂τ
+ γ1

∂2n
(1)
i1

∂ξ2
+ γ2

(
∂2n

(1)
i1

∂η2
+
∂2n

(1)
i1

∂ζ2

)
+ γ3|n(1)

i1 |2n(1)
i1 + γ4φ

(2)
0 n

(1)
i1 = 0, (15)

6
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Figure 1: The panels show the plots of the product P ×Q versus the modulation angle θ, under
the influence of the plasma parameters σn and α. Each panel corresponds to a value of σn
submitted to the increasing effect of α.

where114

γ1 =
−3ka1

2(k2 + a1)5/2
, γ2 =

a1

2k(k2 + a1)3/2
,

γ3 = − k

2(k2 + a1)1/2

[
6 +

2k2

a1

+
3a1

2k2
− 4a2

3k2(k2 + 1)
− 2a2

3k2
+

2a2

(k2 + a1)2
+

2a2
2

3k2(k2 + a1)3
− 3a3

(k2 + a1)3

]
,

γ4 = −k(k2 + a1)3/2

a1

− ka1

2(k2 + a1)1/2
+

ka2

(k2 + a1)3/2
.

(16)

Further introducing the notations F = n
(1)
i1 and G = φ

(2)
0 , the coupled equations (13) and (15)115

become116

i
∂F

∂τ
+ γ1

∂2F

∂ξ2
+ γ2

(
∂2F

∂η2
+
∂2F

∂ζ2

)
+ γ3|F |2F + γ4GF = 0, (17a)

117

δ1
∂2G

∂ξ2
−
(
∂2G

∂η2
+
∂2G

∂ζ2

)
− δ2

∂2|F |2
∂ξ2

− δ3

(
∂2|F |2
∂η2

+
∂2|F |2
∂ζ2

)
= 0. (17b)

The above system (17) represents the DS equations that were initially derived to describe mod-118

ulated waves packets in water of finite depth [37]. Their soliton solutions were then investigated119

via the inverse scattering transform [38]. Dromion solutions in the 2D context were also derived120

recently with emphasis on their interaction and energy exchange [30].121

3 Modulational instability122

The DS Eqs. (17) admit the trivial homogeneous solutions F = F0e
iγ3F 2

0 τ and G = 0, where F0 is123

a real constant that represents the amplitude of carrier wave. MI of IAWs is investigated under124

small perturbations in phase, in amplitude or in both. Since we are interested in amplitude125

modulation, the corresponding perturbed solutions then write F = (F0 + δF (ξ, η, ζ, τ))eiγ3F
2
0 τ126

and G = δG(ξ, η, ζ, τ)) with δF � F0. After linearizing Eqs. (17) around the unperturbed127
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plane wave solutions, we obtain the governing equations for the small perturbations δF and δG128

in the form129

i
∂δF

∂τ
+ γ1

∂2δF

∂ξ2
+ γ2

(
∂2δF

∂η2
+
∂2δF

∂ζ2

)
+ γ3F

2
0 (δF + δF ∗) + γ4δGF0 = 0, (18a)

130

δ1
∂2δG

∂ξ2
−
(
∂2δG

∂η2
+
∂2δG

∂ζ2

)
− δ2F0

∂2(δF + δF ∗)

∂ξ2

− δ3F0

(
∂2(δF + δF ∗)

∂η2
+
∂2(δF + δF ∗)

∂ζ2

)
= 0.

(18b)

We make use of the transformation δF = a+ ib and δG = c+ id, with131

(a, b, c, d) = (a0, b0, c0, d0)ei(µ1ξ+µ2η+µ3ζ−Ωτ),

and obtain the nonlinear dispersion relation132

Ω2 =
[
γ1µ

2
1 + γ2(µ2

2 + µ2
3)
]2
[
1 +

2F 2
0

(γ1µ2
1 + γ2(µ2

2 + µ2
3))

(
δ2γ4µ

2
1 + δ3γ4(µ2

2 + µ2
3)

−δ1µ2
1 + µ2

2 + µ2
3

− γ3

)]
. (19)

The perturbation wavenumber vector can be expressed using spherical coordinates, i.e., (µ1, µ2, µ3) =133

(K cos θ,K sin θ cosϕ,K sin θ sinϕ). Eq. (19) then reduces to134

Ω2 = K2P 2

(
K2 − 2F 2

0

Q

P

)
, (20)

where135

P = γ1 cos2 θ + γ2 sin2 θ and Q = γ3 + γ4
δ2 cos2 θ + δ3 sin2 θ

δ1 cos2 θ − sin2 θ
. (21)

There will be instability if the frequency Ω is complex, i.e., Ω2 < 0. According to expression136

(20), this mainly depends on the product P ×Q and the value of the perturbation wavenumber137

which is such that K < Kcr = F0

√
2Q
P

. Although we obtain a result similar to the one in138

Ref. [13], we remark here that the instability condition depends of the angle θ which may139

lead to different instability scenarios as shown in Fig. 1, where P × Q is plotted versus the140

modulation angle θ, additionally to the effects of the plasma parameters. In Fig. 1(a), for141

example, σn = 5.5 and one observes two lateral regions of instability for α = 0.01, especially142

in the intervals 0.1π ≤ θ ≤ 0.23π and 0.75π ≤ θ ≤ 0.88π. However, with α = 0.08 and 0.2,143

one observes a central region of instability which excludes the lateral ones observed previously.144

This later behavior persists for σn = 16 as the central instability interval of θ gets expanded as145

α increases (see Fig. 1(b)). More interestingly, lateral regions of instability appear once more146

for σn = 22.5, with α = 0.01, in the intervals 0 < θ ≤ 0.22π and 0.78π ≤ θ ≤ π (see Fig. 1(c)).147
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Figure 2: The growth rate of MI is plotted versus the wavenumber K and the electron-to-
negative ion temperature ratio σn in the generalized case, i.e., θ 6= 0. Panels (aj)j=1,2,3 corre-
sponds to to θ = π/10, panels (bj)j=1,2,3, gives results for θ = π/5 and panels (cj)j=1,2,3 have
been recorded for θ = π/3. The three columns correspond to different values of the wavenumber
k, with α = 0.8.

With increasing α, the previous central region where P × Q > 0 appears again, and tends to148

expand. In general, MI is characterized by its growth rate given by the expression149

Γ =
√
−Ω2 = |PK|

√
2
QF 2

0

P
−K2. (22)

Fig. 2 is a good illustration of the above growth rate of instability which has been plotted150

versus the perturbation wavenumber K and the electron-to-negative ion temperature ratio σn.151

We have in fact considered different values of the modulation angle θ to clearly illustrate what152

is discussed in Fig. 1. Panels (aj)j=1,2,3 have been plotted for θ = π/10, a value that gives153

rise to instability domains. Especially, for k = 0.70, one notices the coexistence of two regions154

of instability both for very small and high σn, that disappear with increasing θ as shown in155
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Figure 3: The dispersion coefficient P , the nonlinearity coefficient Q and the product P ×
Q are depicted versus the wavenumber k for different values of the electron-to-negative ion
temperature ratio σn. Panels (aj)j=1,2,3 correspond to the parallel modulation, i.e., θ = 0, while
panels (bj)j=1,2,3 stand for the perpendicular modulation, i.e., θ = π/2. The solid blue line
corresponds to σn = 5, the dashed-red line corresponds to σn = 16.0 and the dotted-yellow line
corresponds to σn = 22.5, with α = 0.

Fig. 2(b3). For the rest, θ and k have the effect of reducing the instability domain expansion.156

Those regions are where modulated IAWs are expected, depending on the right choice of both157

the wave and plasma parameters.158

In what follows, depending on the value of θ, we address two main cases known as the159

parallel and the transverse modulations [13].160

A) Parallel modulation161

Parallel modulation is obtained for θ = 0, which reduces the coefficients P and Q to the162

simplified expressions163

P = γ1 and Q = γ3 +
γ4δ2

δ1

(23)

Interestingly, the above two coefficients still depend of the wavenumber k as clearly depicted by164

Fig. 3 (a1) and (a2). In this case, the sign of P remains negative with changing the value of the165

electron-to-negative ion temperature ratio σn. However, due to the later, there are regions of k166
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Figure 4: The growth rate of MI is plotted versus the wavenumber K and the electron-to-
negative ion temperature ratio σn for the parallel modulation (θ = 0). The columns, from left
to right correspond respectively to k = 0.1, 0.18 and 0.20. The upper line, i.e., panels (aj)j=1,2,3

corresponds to to α = 0.1 and the lower line, made of panels (bj)j=1,2,3, gives results for α = 0.5.

where the nonlinearity coefficient Q is positive or negative. This brings about some instability167

regions as shown in Fig. 3(a3), where we have plotted the product P × Q. Specifically, for168

σn = 5, P × Q presents two positive regions, i.e., 0 < k < 0.25 and 0.32 < k < 0.85. For169

the rest, only one region of instability exist for σn = 16 and 22.5, which are respectively170

0.3 < k < 0.5 and 0.42 < k < 0.6. Using these values of the wavenumber k, we have also171

plotted the MI growth rate in Fig. 4 versus the perturbation wavenumber K and σn. While172

the different panels (aj)j=1,2,3 correspond to different values of the wavenumber k, they have173

been plotted when the negative ion concentration ratio takes the value α = 0.1. There, regions174

of instability are detected and one sees how sensitive they are to the values of k. Along the175

same line, still considering the previous values of k, the MI growth rate has been plotted for176

α = 0.5 and the corresponding results are recorded in Fig. 4(bj)j=1,2,3. Compared to the case in177

panels (aj)j=1,2,3, regions of instability are restricted to small values of the electron-to-negative178

ion temperature ratio σn.179
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Figure 5: The growth rate of MI is plotted versus the wavenumber K and the electron-to-
negative ion temperature ratio σn for the perpendicular modulation (θ = π/2). The columns,
from left to right correspond respectively to k = 0.22, 0.38 and 0.70. The upper line, i.e., panels
(aj)j=1,2,3 corresponds to to α = 0.1 and the lower line, made of panels (bj)j=1,2,3, gives results
for α = 0.5.

B) Transverse modulation180

The transverse modulation is obtained for θ = π/2, which reduces P and Q to181

P = γ2 and Q = γ3 − γ4δ3. (24)

They are plotted in Figs. 3 (b1) and (b2). Contrarily to the case θ = 0, the dispersion parameter182

P remains positive with changing σn, while the value of Q is very sensitive to such a change.183

Also in this case, there are regions of instability, i.e., where P ×Q > 0, as shown in Fig. 3(b3).184

Obviously, regions of k where MI is expected are the opposite of what has been obtained in185

Fig. 3(a3). If only very limited values of k can give rise to instability for σn = 5, regions of186

instability are more obvious for σn = 16 and 22.5. For each of the later cases, there are two187

regions of instability 0.23 < k < 0.5 and 0.5 < k < 0.55 for σn = 16; 0.45 < k < 0.6 and188

0.6 < k < 0.75 for σn = 22.5. The detected regions of k may indeed give rise to unstable189

patterns as shown in contour plot of the MI growth rate of Fig. 5. In Figs. 5(aj)j=1,2,3, we have190

considered α = 0.1 as in Fig. 4, except that here, one notices a delocalization of the instability191

domain in the (σn, K)−plane. To remind, for the case of the parallel modulation, instability192
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has been detected in regions of small σn, i.e., values that belong to the interval 0 < σn < 10.193

In this case, i.e., the transverse modulation, modulated IAWs may mainly be found in regions194

belonging to the interval 10 ≤ σn ≤ 30. In Fig. 5(bj)j=1,2,3, we have fixed α = 0.5. Compared195

to Fig. 4(a1), the regions of K giving rise to instability are larger in Fig. 5(b1). There is196

indeed instability delocalization for k = 0.38, where regions of instability belong to the interval197

9.8 ≤ σn ≤ 28.5 (see Fig. 5(b2)). The detected region gets more reduced both in the K− and198

σn−directions when k = 0.70 as depicted in Fig. 5(b3).199

4 Conclusion200

In the present paper, we have addressed the MI of IAWs in a 3D unmagnetized electronegative201

plasma model. Using the reductive-perturbation approach, we have shown that the model202

equations can be reduced to a set of DS equations in three dimensions, whose coefficients have203

been found to be dependent on the plasma parameters. Under the activation of MI, we have204

detected various dynamical modes, this because of the presence of the modulation angle θ.205

In that respect, a comprehensive parametric analysis of wave instability has been conducted,206

where regions of instability/stability have been revealed to be very sensitive to θ, σn and α. Two207

main cases have finally been addressed, the longitudinal (θ = 0) and the transverse (θ = π/2)208

modulations. It has in general been found that the two regimes do not belong to the same209

intervals of the electron-to-negative ion temperature ratio (σn) and the wavenumber k. This210

indeed shows that they have different dynamical features mainly under the activation of MI.211

The later can support a broad range of excitations depending on the values of the original212

parameter like α and σn. When the used parameters fall well inside the instability regions, ion213

acoustic solitons may be expected to emerge and display coherent spatiotemporal behaviors.214

Also, the strong relationship between IAWs and MI has been discussed intensively, including215

the emergence of exotic solitons like dromions and rogue waves. In the proposed model, finding216

such exact solutions remains an opened problem which is actually under investigation, especially217

in the presence of magnetic and relativistic effects.218
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Abstract
Relativistic ion-acoustic waves are investigated in an electronegative plasma. The use of the reductive perturbation method 
summarizes the hydrodynamic model to a nonlinear Schrödinger equation which supports the occurrence of modulational 
instability (MI). From the MI criterion, we derive a critical value for the relativistic parameter �

1
 , below which MI may 

develop in the system. The MI analysis is then conducted considering the presence and absence of negative ions, coupled to 
effects of relativistic parameter and the electron-to-negative ion temperature ratio. Under high values of the latter, additional 
regions of instability are detected, and their spatial expansion is very sensitive to the change in �

1
 and may support the appear-

ance of rogue waves whose behaviors are discussed. The parametric analysis of super-rogue wave amplitude is performed, 
where its enhancement is debated relatively to changes in �

1
 , in the presence and absence of negative ions.

Keywords  Relativistic electronegative plasma · Rogue waves · Modulational instability

Introduction

Envelope solitons, generic solutions of the nonlinear 
Schrödinger (NLS) equation, have been extensively studied 
during the past 30 years, due to their fundamental impor-
tance in nonlinear physics. Based on their localization prop-
erties, breather solitons have been used as models of rogue 
waves (RWs) whose behaviors and characteristics are not yet 
fully unmasked, mainly because they may appear suddenly, 
propagate within short times, destroy everything on their 
way and disappear without any trace [1, 2]. For instance, 

it has been well established that they may appear in physi-
cal systems as the consequence of the interplay between 
nonlinear and dispersive effects, under the activation of the 
so-called MI phenomenon [3–8]. Recently, interest in study-
ing RWs has gone beyond oceanography and hydrodynam-
ics [9, 10] to reach some other areas related to optics and 
photonics [11–14], Bose–Einstein condensation [15–17], 
biophysics [18–21], plasma physics [22, 23], just to name a 
few. Particularly, ion-acoustic super-RWs were found in an 
ultra-cold neutral plasma in the presence of ion-fluid and 
nonextensive electron distribution [24]. In the same direc-
tion, magnetosonic RWs, of first and second order, were 
investigated numerically in a magnetized plasma [25]. The 
occurrence of fundamental and second-order RWs was also 
investigated in a relativistically degenerate plasma using the 
NLS equation [23]. Comparison between experimental and 
theoretical occurrences of RWs was proposed recently and 
applied to multicomponent plasmas with negative ions [26]. 
A comprehensive analysis by El-Tantawy et al. [27] once 
more brought out the close relationship between the exist-
ence of ion-acoustic RWs and MI in electronegative plas-
mas (ENPs) in the presence of Maxwellian negative ions, 
where the dynamical behaviors of the Akhmediev breather 
(AB), Kuznetsov–Ma (KM) breather and super-RWs were 
compared.
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ENPs and their applications have become an active 
research direction, mainly due to their particular proper-
ties related to the simultaneous presence of positive and 
negative ions, and electrons. Many different processes 
have been used to experimentally produce ENPs, includ-
ing plasma processing reactors [28] and low-temperature 
experiments [29, 30]. Obviously, from recent contribu-
tions, when only positive ions are taken into considera-
tion, the nonlinear terms of the Korteweg–de Vries (KdV) 
equation are positive, and one may obtain only compres-
sive solitary waves [31], whereas in the presence of both 
positive and negative ions, soliton characteristics consider-
ably change, due to the nonlinear response of the system 
to the presence of negative ions [32, 33]. This is indu-
bitably related to the charge neutrality condition which 
changes, leading to a decrease in the number of electrons 
and a decrease in their subsequent shielding effect. Quite 
a limited number of works have been devoted to ENPs, 
including the contributions by Ghim and Hershkowitz [34] 
and Mamun et al. [35], where the existence of ion-acous-
tic waves (IAWs) and dust-acoustic waves (DAWs) was 
addressed in ENPs containing Boltzmann negative ions, 
Boltzmann electrons and cold mobile positive ions. The 
response of such waves, solutions of the KdV equation, 
to external magnetic fields was also studied  [32, 33]. 
Panguetna et al. [36] proposed a comprehensive study of 
IAWs and their dependence to electronegative parameters 
such as the negative ion concentration ratio (α) and the 
electron-to-negative ion temperature ratio ( �n ). In two-
space dimensions, beyond the study of MI, dromion solu-
tions and their collision scenario were also studied [37]. 
More recently, the ENP model was extended to its three-
dimensional version, giving Tabi et al. [38] the room to 
study the effect of the modulation angle on the onset of MI, 
with application to the three-dimensional Davey–Stewart-
son equations. Obviously, none of the above-cited works 
includes relativistic effects which should be considered 
in the emergence of IAWs when the speed a plasma par-
ticle approaches that of light. The nonlinear behaviors of 
plasma waves may importantly be modified by relativistic 
effects and lead to fascinating spectra of results, exploit-
able in the laboratory and in the space. IAWs in weakly 
relativistic plasmas were studied by Das et al. [39, 40], 
via the KdV equation, and applied to both nonisother-
mal and isothermal plasmas. El-Labany [41] reported on 
the existence of modulated weakly relativistic IAWs in a 
collisionless, unmagnetized, warm plasma with nonther-
mal electrons using a NLS equation. The latter was also 
derived recently by Abdikian [42], in three dimensions, to 
study the emergence of IAWs, under the activation of MI, 
in a magnetoplasma with pressure of relativistic electrons. 
Further confirmation was given on the effect of relativistic 

parameter to bring about new instability and dynamical 
regimes in the generation mechanism of modulated IAWs 
via MI.

The main purpose of the present work is to investigate 
IAWs properties in an ENP, under weak relativistic effects, in 
one dimension. One of our main results suggests that there is 
a critical value, �1,cr , of the relativistic parameter below which 
MI and its subsequent nonlinear regime (RWs) may appear in 
the system.

The layout of the paper goes as follows. In Sect. 2, the rela-
tivistic ENP model is presented and a reductive perturbation 
method (RPM) is employed to derive a NLS equation which 
describes the evolution of modulated wave packets. In Sect. 3, 
the criterion for MI is derived, from which we find a critical 
expression for the relativistic parameter. Importance is then 
given to the effect of negative ions on such instabilities. The 
response from RWs solutions to relativistic effects is investi-
gated in the same context, followed by a parametric analysis 
of the super-RW maximum amplitude when ENP and relativ-
istic parameters are varied. The paper ends with concluding 
remarks in Sect. 4.

Model and amplitude equation

In its original formulation, the model for ENPs is composed 
of Maxwellian electron and negative ions in addition to cold 
mobile positive ions [35–38, 43]. In the presence of weak 
relativistic effects, the dynamics of IAWs is governed by the 
following set of normalized fluid equations: 

 The relativistic character of the studied plasma system relies 
on the factor

which is the result of Lorentz transformations. The param-
eter �1 incorporates the relativistic effect, here manifested in 
terms of the plasma density, by the relationship �1 = c2

s
∕c2 . 

ni and ui are, respectively, the number density positive ions 
(normalized by the unperturbed value n0 ) and the ion-fluid 
velocity (normalized by the IA speed cs =

√
kBTe∕m ). � 

is the electrostatic wave potential normalized by mc2
s
∕e , 

(1a)
�ni

�t
+

�niui

�x
= 0,

(1b)
�(�ui)

�t
+ ui

�(�ui)

�x
+

��

�x
= 0,

(1c)�
2
�

�x2
= �n exp �n� + �e exp� − ni.

(2)
� =

1√
1 − �1u

2
i

≃ 1 +
�1

2
u2
i
,
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where e is the magnitude of the electron charge. The time 
and space variables are normalized by the ion Debye 
length �D =

√
kBTe∕4�e

2n and the ion plasma period 
�
−1 = 1∕

√
4�e2n0∕m , respectively. Here, �n = Te∕Tn is 

the electrons-to-negative ion temperature ratio, �e = ne0∕n0 
and �n = nn0∕n0 , where n0 , nn0 and ne0 , are the unperturbed 
densities of the positive ions, negative ions and electrons, 
respectively. At equilibrium, the neutrality condition of the 
plasma reads �e + �n = 1 , where �e = ne0∕n0 = 1∕(1 + �) , 
with � = nn0∕ne0 . Using the power series expansion of the 
exponential function around zero, Eq. (1c) becomes

where a1 = �e + �n�n , a2 =
�e+�n�

2
n

2
 and a3 =

�e+�n�
3
n

6
 . Modu-

lated IAWs appear in physical systems as the consequence 
of the interplay between nonlinearity and dispersion. 
Therefore, to explicitly include such effects, the RPM is 
commonly used [22, 24, 36, 37], which results in equations 
describing the development of the modulation of the ampli-
tude in the lowest order of an asymptotic expansion. To start, 
we introduce the stretched variables in space and time as 
� = �(x − vgt) and � = �

2t , where the group velocity vg will 
be determined later by the solvability condition of Eq. (1). � 
is a small real parameter ( 𝜖 << 1 ) that measures the strength 
of the perturbation. The dependent physical variables around 
their equilibrium values are assumed as

We note that the above series includes all overtones 
Al(n, t) = exp[il(kx − Ωt)] , up to order p. These are gener-
ated by the nonlinear terms, which means that the corre-
sponding coefficients are of maximum order �p . Then, the 
relations n(p)∗

l
= n

(p)

−l
 , u(p)∗

l
= u

(p)

−l
 and �(p)∗

l
= �

(p)

−l
 should be 

satisfied because of reality condition of physical variables. 
The asterisk denotes the complex conjugate. Substituting 
the trial solutions (4) into basic Eqs. (1a), (1b) and (3) and 
equating the quantities with equal power of � , one obtains 
several coupled equations in different orders of �.

At (�1)-order, we have the set of equations

which is solvable under the condition that the dispersion 
relation �2 =

k2

k2+a1
 be verified, leading to the first harmonic 

of perturbation

(3)�
2
�

�x2
= 1 + a1� + a2�

2 + a3�
3 − ni,

(4)
⎛⎜⎜⎝

ni(x, t)

ui(x, t)

�(x, t)

⎞⎟⎟⎠
=

⎛⎜⎜⎝

1

0

0

⎞⎟⎟⎠
+

∞�
p=1

�
p

+∞�
l=−∞

⎛⎜⎜⎝

n
(p)

l
(�, �)

u
(p)

l
(�, �)

�
(p)

l
(�, �)

⎞⎟⎟⎠
Al(n, t).

(5)
− i�n

(1)

1
+ iku

(1)

1
= 0, −i�u

(1)

1
+ ik�

(1)

1
= 0,

(k2 + a1)�
(1)

1
− n1

1
= 0,

We process the same way to obtain the second-order terms, 
namely the amplitudes of the second harmonics and constant 
terms as well as the nonvanishing contribution to the first 
harmonics. We obtain the following equation for p = 2 and 
l = 0:

The ( p = 2 , l = 1)-order provides the compatibility condi-
tion in terms of group velocity, vg = a1

�
3

k3
 . For l = 2 , the 

components of the second harmonic mode n(2)
2

 , v(2)
2

 and �(2)

2
 

are obtained in terms of �(1)

1
 as

with

The zeroth harmonic mode also appears due to the self-
interaction of the modulated carrier wave. Its expression 
cannot be completely expressed using the second order. We 
will have to consider the third-order equations. Therefore, 
the set of equations given by the ( l = 0)-components of the 
third-order part are given by

to which we have added Eq. (7) from ( n = 2 , l = 0 ). Along 
the same line, the following second-order quantities in the 
zeroth harmonic are found:

with

(6)n
(1)

1
=

k2

�
2
�
(1)

1
, and v

(1)

1
=

k

�

�
(1)

1
.

(7)a1�
(2)

0
− n

(2)

0
+ 2a2|�(1)

1
|2 = 0.

(8)
�
(2)

2
=�

�

(
�
(1)

1

)2

, n
(2)

2
= �n

(
�
(1)

1

)2

,

v
(2)

2
=�v

(
�
(1)

1

)2

,

�
�
=

k2

2�2
−

a2

3k2
, �n = (a1 + 4k2)�

�
+ a2,

�u =
�

k
�n −

k3

�
3
.

(9)
−vgn

(2)

0
+ v

(2)

0
= −

2k3

�
3
|�(1)

1
|2,

−vgu
(2)

0
+ �

(2)

0
= −

k2

�
2
|�(1)

1
|2,

(10)
�
(2)

0
=�

�
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1
|2, n

(2)

0
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1
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(2)
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1
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Finally, substituting the above derived expressions into the 
( n = 3 , l = 1)-components, we obtain the following nonlin-
ear Schrödinger equation:

for the slow evolution of the first-order amplitude of the 
plasma perturbation potential �(1)

1
= � . P and Q are the dis-

persion and nonlinearity coefficients, respectively, and their 
expressions are given by

The nonlinear Schrödinger (NLS) equation provides a 
canonical description for the envelope dynamics of a quasi-
monochromatic plane wave propagating in a weakly nonlin-
ear dispersive medium when dissipative processes are neg-
ligible  [44]. Later, it was found that NLS equation had 
applications in different subjects. In quantum mechanics, it 
is obtained in localizing the potential of the Hartree equa-
tion [45]. In chemistry, it appears as a continuous-limit 
model for mesoscopic molecular structures [46]. In protein 
folding and bending, in the propagation of Davydov’s soli-
tons, it is responsible for energy transport and storage along 
α-helix proteins [8, 47, 48], bubble propagation and energy 
localization for specific molecular processes such as DNA 
transcription and replication [49, 50]. In laser propagation, 
the NLS equation describes the propagation of a laser beam 
in a medium whose index of reflection is sensitive to the 
wave amplitude [51–53]. In hydrodynamics, it describes the 
interaction between short-wave and long-wave gravitational 
disturbances in the atmosphere [54–56]. Other applications 
appear in water waves at the free surface of an ideal fluid and 
in plasma physics (interaction between Langmuir and ion-
acoustic waves [22, 23, 27, 36, 42]). Applications of the 
NLS equation in fiber optics have stimulated further studies 
in optical communications  [57–60]. NLS equation also 
appears in the description of the Bose–Einstein condensate 
(BEC), a context where it is often called the Gross–Pitaevs-
kii equation [61–64]. Despite the NLS equation support for 
spatially localized envelope solitons such as the bright- and 
dark-type solitons, there is a hierarchy of freak (rational) 
solutions to the self-focusing NLS equation. In the present 
work, these solutions represent excitations due to the MI of 
plasma and known as the RWs  [66, 67]. They have been 
described as waves which appear from nowhere and disap-
pear without a trace. There is also an extensive literature 

(11)i
��

��

+ P
�
2
�

��
2
+ Q|�|2� = 0,

(12)

P =
�
3

2k2

[
3�1k

4

2�2
−

2k

�

(k2 + a1)(�u + �u)

−(k2 + a1)(�n + �n) + 2a2(�� + �
�
) − 3a3

]
,

Q = −
3a1�

5

2k4
.

studying various types of solitons on finite background 
(SFB) consisting of a localized nonlinear structure evolving 
upon a nonzero background plane wave. In fact, Akhmediev 
et al. [65, 68, 69], based on the fact the simplest solution of 
the NLS equation could be a plane wave � ∼ ei� , proposed 
that the emergence of SFB solitons may be a consequence 
of the instability of the plane wave, through a perturbed 
solution � ∼

�
1 +

∑n

j=1
aj(�) cos j�(� − �0j)

�
 , where aj(�) 

are Fourier coefficients of the periodic perturbation, � is the 
external modulation frequency, n is the number of harmonics 
of the fundamental frequency and �0j is the initial phase of 
the jth harmonic. This, after linearizing around the unper-
turbed wave, leads to coefficients aj of the form 
aj(�) = Aje

(i�j+�i�) + Bje
(−i�j−�i�) , where tan �j = 2�j∕(j�)

2 , 
with �j = j�

√
1 − j2�2∕4 being the growth rate of the jth 

harmonic of the perturbation which remains positive for fre-
quencies in the range 0 < j𝜁 < 2 . For the first harmonic case, 
the MI is established and the instability growth rate has a 
maximum at � =

√
2 . However, for arbitrary values of � , 

different cases of RWs were proposed and extensively stud-
ied, among which the generalized form  [12, 13, 27, 69–71]

obtained for � = 2∕
√
5 . Here, the single governing param-

eter a determines the physical behavior of the solution 
through the function arguments b =

√
8a(1 − 2a) and 

c =
2�

L
= 2

√
1 − 2a , with L being the periodicity length of 

the solution [69, 70]. We should stress that solution (13) 
can describe three different kinds of breather solutions, 
depending on the value of a. The super-RW solutions of the 
focusing NLS equation (11) are localized in both time and 
space. There are, in fact, two such solutions, the Peregrine 
soliton and the second-order rogue wave soliton, which are 
obtained from the general theory of Akhmediev et al. [68, 
69] when � → 0

where j is the order of the solution and 𝜏 = 2P𝜏 . The 
functions Gj(𝜉, 𝜏) , Hj(𝜉, 𝜏) and Fj(𝜉, 𝜏) are polynomials in 
variables of 𝜏 and � , with Fj(𝜉, 𝜏) not having no real zero. 
We should, however, stress that the Peregrine RW can be 
derived as a limiting case of the KM breather, especially 

(13)

�(�, �) =

�
2P

Q

×

�
(1 − 4a) cosh(2bP�) +

√
2a cos(c�) + i sinh(2bP�)√

2a cos(c�) − cosh(2bP�)

�

× exp(2iP�),

(14)

𝜓j(𝜉, 𝜏) =

√
2P

Q

×

{
(−1)j +

Gj(𝜉, 𝜏) + 2iP𝜏Hj(𝜉, 𝜏)

Fj(𝜉, 𝜏)

}
exp(2iP𝜏),
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when a → 1∕2 [72]. In order to get the two solutions, we 
will restrict our study to the cases j ≤ 2.

Modulational instability and rogue waves

The relative sign of P and Q determines the stability of 
plane-wave solutions to small periodic perturbations. This 
also implies that any solution whose amplitude is governed 
by Eq. (11) depends on the sign of PQ, which, in most of 
plasma systems, depends on system parameters. To this 
effect, let us assume plane solutions for Eq. (11) to be of 
the form �(�, �) = �0(�)e

iQ�2
0
� that is subjected to a small 

perturbation ��(�, �) = (U0 + iV0)e
i(K�−Ω�) , with K and Ω 

being, respectively, the wave number and frequency of the 
perturbation. Following the standard calculations of MI, one 
obtains the nonlinear dispersion relation

with the critical wave number of the perturbation being 
Kcr = �0

√
2Q

P
 . For the plane wave to be unstable under 

modulation, the condition Ω2
< 0 should be satisfied, i.e.,

which clearly shows that for PQ > 0 , the amplitude-mod-
ulated envelope is unstable. This includes several factors 
related to the ENP system, including the electron-to-negative 
ion temperature ratio, the negative ion concentration ratio 
and the newly introduced relativistic parameter �1.

The relativistic character of the studied plasma system 
clearly appears in the expression of the dispersion coefficient 
P, which can be rewritten in the form

P0 being the nonrelativistic expression that was obtained in 
Ref. [36] in the form

The above expression was found to be negative, so that the 
analysis of MI was found to be controlled by the expression 
of Q that was positive or negative for some values of the 
wave number k. We should stress that coefficient of nonlin-
earity in the present study keeps the same expression and 
therefore keeps the same features as in Ref. [36]. For its 
part, the relativistic contribution in the expression of P is 
such that

(15)Ω2 = (K2P)2

(
1 −

K2
cr

K2

)
,

(16)K < Kcr = 𝜓0

√
2Q

P
,

(17)P = Prel + P0,

(18)
P0 =

�
3

2k2

[
−
2k

�

(k2 + a1)(�u + �u)

−(k2 + a1)(�n + �n) + 2a2(�� + �
�
) − 3a3

]
.

and the MI criterion PQ > 0 is given by (Prel + P0) × Q > 0 . 
Indeed, this criterion can be expanded to get

where the right-hand side is what was obtained for the non-
relativistic electronegative model. Therefore, the relativistic 
contribution is a perturbation to the case of Ref. [36], which, 
to the best of our knowledge, has not been discussed exten-
sively. In the meantime, knowing P0Q , it is possible to find 
the range of �1 that gives rise to MI through the inequality

 
Obviously, the critical value of the relativistic parameter 

depends on the plasma parameter, and its value is sensitive 
to the change of the negative ion concentration ratio, for 
example, as shown in Fig. 1. We should stress that in any 
of the cases, �1 should remain positive for MI to occur. Fig-
ure 1a is plotted for �n = 11.5 and displays the response of 
�1 to the absence of negative ions ( � = 0 ) and its comport-
ment when the plasma contains negative ions ( � = 0.1 ). In 
the first case, there are two regions where �1 is positive, and 
such regions, labeled MI, are likely to support the formation 
of envelope bright solitons, this in the presence of negative 
ions. However, the absence of negative ions is characterized 
with only one region where �1 is positive or region of MI. 
In Fig. 1b, the value of the electron-to-negative ion ratio is 
increased to 21. One observes that in the absence of nega-
tive ions, there is still one region where �1 is positive, but 
the two regions brought by the presence of negative ions 
in Fig. 1a merge to form only one large region. Therefore, 
the electron-to-negative ion temperature ratio enlarges the 
domain of k and �1 that may lead to the formation of bright, 
or NLS, envelope solitons as the consequence of MI. One 
should remember that for intervals of k where 𝛼1 < 0 , no MI 
should be expected. Such regions in Fig. 1 are indicated by 
the label (MS). Some of the values of �1 appearing in those 
areas have been chosen to plot the product PQ in Fig. 2. 
Figure 2a is obtained for the value �n = 5 of the electron-to-
negative ion temperature ratio. There, the instability domain 
is very sensitive to the change in �1 , and there exists only one 
region of instability for a value k > kcr of the wave number. 
However, the region of stability expands with increasing �1.

In Fig. 2b, there is only one interval of instability for the 
nonrelativistic case, while for �1 = 5 , two regions of insta-
bility appear. However, when �n = 10 , the emerging small 
region of instability disappears. This behavior becomes more 

(19)Prel =
3k2�

4
�1,

(20)P0Q >

9𝛼1𝜔
6a1

8k2
,

(21)𝛼1 <
8k2

9𝜔6a1
P0Q = 𝛼1,cr.
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obvious in Fig. 2c, where �n = 21 . For �1 = 0 , the nonrela-
tivistic system presents one large region of instability, which 
breaks into two regions under relativistic effects.

Based on all the above calculations, it is clear that critical 
wave number of perturbation given by Eq. (16) can also be 
rewritten in a way we perceive clearly the relativistic con-
tribution in the form

where Kcr,0 = �0

√
2Q∕P is the critical value of K obtained 

for the nonrelativistic case [36]. Equation (22) suggests that 
if P0 → ∞ , the nonrelativistic problem will be retried. Oth-
erwise, relativistic effects will be present in the system and 

(22)Kcr =
Kcr,0√
1 +

Prel

P0

,

Fig. 1   The panels show plots 
of the critical value of the 
relativistic parameter �1 , versus 
the wave number k, for differ-
ent values of the electron-to-
negative ion temperature ratio. 
The blue corresponds to � = 0 
and the red line corresponds to 
� = 0.1 , with: a �n = 11.5 and 
b �n = 21 . Regions of modula-
tional instability are denoted by 
MI, while regions of modula-
tional stability are indicated as 
MS
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Fig. 2   Panels show how the product PQ responds to the change in �1 . a corresponds to �n = 5 , b to �n = 11.5 and c to �n = 21 . The blue line 
corresponds to the nonrelativistic case, while the red and color lines picture the correction brought by the relativistic parameter �1 , with � = 0.3
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influence the features of Kcr as shown in Fig. 3, where the 
two curves give information both in the absence and pres-
ence of negative ions. In general, Kcr is an increasing func-
tion of �1 , but the range for instability to occur is larger when 
negative ions are absent. In such intervals, one may expect 
the appearance of RWs.

The growth of periodic perturbations on a plane-wave 
background arising in many nonlinear dispersive systems 
is the consequence of the fundamental property of MI, this 
in the narrow band approximation. Beyond this context, 
the nonlinear stage of MI is described by the exact breather 
solution of the NLS equation, which has been considered 

as prototypes of RWs  [73–76], that can be analytically 
studied under the conditions that allow MI to emerge in 
the NLS equation. For example, Figs. 4 and 5 give plots of 
the Akhmediev breather (AB) [69] and the Kuznetsov–Ma 
breather (KMB) [74, 77], respectively. The AB from solu-
tion (13) is obtained for 0 < a < 1∕2 , and the largest modu-
lation occurs for � = 0 , with the maximum of the envelope 
at � = 0 . For its part, the KMB is obtained for 1∕2 < a < ∞ . 
Its explicit expression has been proposed in the form [74, 77]

where b1 = −ib =
√
8a(2a − 1) and c1 = −ic =

√
4(2a − 1) . 

This waveform is localized in space, but periodic in time. 
Interestingly, one can recover the Peregrine solution in the 
limit of infinite temporal period. It was reported recently 
by Tantawy et al. [27] that these breather solutions are very 
sensitive to the change in ENP parameters such as � and �n . 
However, the MI in the improved model has also shown big 
changes in the features of MI due the presence of the rela-
tivistic parameter �1 . This is also ostensible in the panels of 
Fig. 4, where the time and spatial expansion of the breather 
get modified with increasing �1 ; this because it appears in 
the exponential growth rate of the MI through P = P0 + Prel . 
For the KMB, the relativistic parameter has the effect of 
increasing the temporal separation between the adjoining 
solitonic objects and decreasing their amplitude, which 

(23)

�KM(�, �) =

�
2P

Q

×

�
1 +

2(1 − 2a) cos(2b1P�) − ib1 sin(2b1P�)√
2a cosh(c1�) − cos(2b1P�)

�

× exp(2iP�),
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Fig. 3   Panel shows plots of the critical Kcr versus the relativistic 
parameter �1 , in the absence ( � = 0 ) and presence ( � = 0.1 ) of nega-
tive ions, with �n = 21

Fig. 4   The panels show the surface and contour plots of the Akhmediev breather, with their corresponding density plots, for different values of 
the relativistic parameter: a �1 = 0.1 , b �1 = 0.2 and c �1 = 0.3 . Values for the rest of parameters are � = 0.1, �n = 11.5 and k = 1.8
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implies reduction in nonlinear effects, causing energy loss 
and wave amplitude drop. The observed effects, discussed by 
El-Tanatawy et al.  [27], have also been highlighted by Sun 
et al. [13], this in the absence of relativistic effects. 

From Eq.  (14), the Peregrine  soliton is obtained for 
j = 1 , with the polynomials H1 , G1 and F1 being such that 
H1(𝜉, 𝜏) = 2G1(𝜉, 𝜏) = 8 and F1(𝜉, 𝜏) = 1 + 4𝜉2 + 16(P𝜏)2 . 
The corresponding solution is written in the form [72, 78, 79]

It should be noted that it is also the limiting case of the 
Akhmediev solution when the spatial period tends to infinity. 

(24)
�P(�, �) =

√
2P

Q

{
1 −

4(1 + 4iP�)

1 + 4�2 + 16(P�)2

}

× exp(2iP�).

This solution has the form of a single-peaked structure that 
decays to a plane-wave asymptotic background at either 
large � or � , but exhibits non-trivial behaviors over a small 
region in (�, �) as shown in Fig. 6, within the MI region. The 
second-order/super-RW is obtained from Eq. (14) if j = 2 , 
and the polynomials that build the corresponding solution 
are given by

(25)

G =
3

8
− 3𝜉2 − 2𝜉4 − 9𝜏2 − 10𝜏4 − 12𝜉2𝜏2,

H =
15

4
+ 6𝜉2 − 4𝜉4 − 2𝜏2 − 4𝜏4 − 8𝜉2𝜏2,
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24
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Fig. 5   The panels show the evolution and contour plots of the Kuznetsov–Ma breathers, for different values of the relativistic parameter: a 
�1 = 0.1 , b �1 = 0.2 and c �1 = 0.3 . Values for the rest of parameters are � = 0.1, �n = 11.5 and k = 1

Fig. 6   The panels show the evolution and the corresponding contour plots of the fundamental/Peregrine soliton for different values of the relativ-
istic parameter: a �1 = 0.1 , b �1 = 0.2 and c �1 = 0.3 . Values for the rest of parameters are � = 0.1, �n = 10 and k = 1.2
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with 𝜏 = 2P𝜏 . This leads to the simplified expression

which is in fact a nonlinear superposition of simple solu-
tions. This implies that two or more Peregrine solitons can 
be combined into a more complicated doubly localized struc-
tures with a higher amplitude. One of the interesting features 
of such solutions is that the higher-order excitations are of 
higher amplitudes and more focused ones compared to the 
principal solution; i.e., their maximum amplitude can reach 
many times that of the background level. The corresponding 
solutions are shown in Fig. 7. The two solutions are very 
sensitive to the change in the relativistic parameter �1 . Their 
amplitude decreases with increasing the latter, as already 
seen in the previous cases, i.e., for the breather solutions. 
For example, Abdelwahed et al. [80] studied the effects of 
superthermal electron on the features of nonlinear acoustic 
waves in unmagnetized collisionless ion pair plasma with 
superthermal electrons with application to electronegative 
plasmas. They found that the relativistic parameter and the 
wave number have the same effect of causing the amplitude 
to decrease for ion pairs (H+,H−) , which implies lowering 
the dispersion, and  nonlinearity with strong impact on the 
amount of rogue energy.

Experimental observation of second-order RWs has been 
reported recently by Pathak et al. [23] in a multicomponent 
plasma containing negative ions, where it was reported that 
super-RWs were more possible to observe experimentally 
than ordinary RWs. They considered different cases, includ-
ing plasmas in the presence and absence of negative ions. 
As already discussed here, the presence of negative ions 

(26)�2(�, �) =

√
2P

Q

{
1 +

G + 2iP�H

D

}
exp(2i|P|�),

can indeed modify the instability features and disturb the 
appearance of coherent structures in plasma. Coupled with 
relativistic effects, new behaviors may appear, either in the 
amplitude or in the width, or in both, of the emerging RWs.

More interestingly, such waves appear in regions of 
parameters where modulated IAWs are expected as the 
result of the interplay between nonlinear and dispersive 
effects; this because they have in common the term 

√
2P

Q
 

which should be positive. It is for example shown in Fig. 8 
that the negative ion concentration ratio � has influence on 
the RW amplitude, where the different panels correspond, 
respectively, to � = 0.1 , 0.5 and 0.85. Depending on such 
values, the regions of instability, related to the RW appear-
ance, display different features. For � = 0 , it is obvious 
from Fig. 8a that the RW solutions exist in regions of high 
�n  ,  i . e . ,  25 ≤ �n ≤ 50  ,  w h e r e  t h e  h i g h e s t 
|�S,max| = |�S(0, 0)| = 4

√
2P

Q
 belongs to k = 2 , while high-

amplitude RWs are expected for k = 1.8 in the case of 
� = 0.5 as depicted in Fig. 8b. Of course, � = 0 corre-
sponds to the case where there are no negative ions. The 
result is therefore not surprising because Fig. 1 reveals the 
appearance of modulated waves even in the absence of 
negative ions, where 0 < 𝛼1 < 𝛼1,cr . Comparing these two 
cases, one clearly sees that the wave amplitude in Fig. 8b 
has decreased and the zone of instability gets delocalized, 
with the highest MI growth rate appearing in the interval 
30 ≤ �n ≤ 45 . For � = 0.85 , |�S,max| is shown in Fig. 8c. 
Obviously, |�S,max| has increased and regions of instability 
are expanded, compared to what is observed in Fig. 8b. It 
should be noted that the calculations of Fig. 8 have been 
made for a relativistic parameter �1 = 0.1 . The same cal-
culations are repeated in Fig. 9, but for �1 = 0.3 , with � 

Fig. 7   The panels show the evolution of the second-order super-rogue waves for different values of the relativistic parameter: a �1 = 0.1 ,  
b �1 = 0.2 and c �1 = 0.3 . Values for the rest of parameters are � = 0.1, �n = 10 and k = 1.2
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keeping the same values as previously. Although the 
detected regions of instability display the same behaviors 
as in Fig. 8, it is nevertheless obvious that the wave ampli-
tude is lower which shows that against �1 , � can influence 
the appearance and formation of RW in the studied weakly 
relativistic plasma system. The dynamical behaviors of 
RWs were discussed in the nonrelativistic model of ENPs, 
and a critical value for � was proposed [25], below which 
the wave amplitude decreases or increases, depending on 
the other plasma parameter values. However, in our con-
text, it is highly ostensible that the relativistic character of 
the studied system contributes to change such behaviors, 
therefore leading to much richer comportments.

Concluding remarks

In conclusion, a weakly relativistic model of ENP has 
been proposed in this work, and we have addressed the 
dynamics of ion-acoustic waves. In fact, after reducing 
the proposed model to a NLS equation, we have studied 
the MI, through its growth rate, and its response to plasma 
parameters such as � , �n and �1 . One of the main results 
was the determination of the critical value of the relativ-
istic parameter �1 under which MI may take place. Based 
on this, we have characterized the appearance of MI both 
in the presence ( � ≠ 0 ) and absence ( � = 0 ) of negative 

Fig. 8   The panels show the maximum RW amplitude |�S,max| versus k and �n , for �1 = 0.1 and a � = 0, b � = 0.5 and c � = 0.85. The lines 
delimitate areas of parameters where P∕Q > 0 , while the dark-blue region is where P∕Q < 0

Fig. 9   The panels show the maximum RW amplitude |�S,max| versus k and �n , for �1 = 0.3 and a � = 0, b � = 0.5 and c � = 0.85. The lines 
delimitate areas of parameters where P∕Q > 0 , while the dark-blue region is where P∕Q < 0
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ions. The influence of the electron-to-negative ion tem-
perature ratio on MI has also been discussed, where addi-
tional regions of instability have been detected due to the 
interplay between �1 and �n . Moreover, the link between 
instability and the appearance of RWs has been discussed 
along with their response to both negative ion concentra-
tion and relativistic effects. The parametric analysis of the 
RW amplitude has been performed, showing that it may be 
enhanced or reduced, depending on the balance between 
ENP parameters and the introduced relativistic effects.
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Abstract
The dynamics of coupled ion-acoustic waves is investigated in an electronegative plasma made
of Boltzmann negative ions, cold mobile positive ions and Boltzmann electrons. Using the
reductive perturbation method, it is shown that the system can fully be described by a set of two
coupled nonlinear Schrödinger equations. The parametric analysis of modulational instability
reveals the existence of regions of instability that are sensitive to changes in plasma parameters
such as the negative ion concentration ratio and the electron-to-negative ion temperature ratio.
The analytical results are confronted to numerical simulations, where we examine the long-time
dynamics of modulated waves in the electronegative plasma. One obtains the generation of
nonlinear modulated waves that are sensitive to the negative-ion concentration ratio. Exact
solutions for individual modes are discussed and one finally derives the coupled solution. The
response of the latter to the plasma parameter variations is also addressed.

Keywords: electronegative plasmas, modulational instability, counter-propagating waves,
solitons

(Some figures may appear in colour only in the online journal)

1. Introduction

During the last two decades, the study of plasma systems is
significantly growing, this because of their broad range of
applications in microwave transmission [1, 2], space plasmas
[3–5], fusion plasmas [6–8] and so on. A plasma that contains
a high density of negative ions is known as an electronegative
plasma (ENP), generated experimentally via many different
methods. ENPs are commonly found in several space obser-
vations, including -+ -H H( ) and -+ -H O2( ), and in the -D
and -F areas of the Earth ionosphere [9, 10]. High altitude
Titan’s upper atmosphere is a good example of places where
heavy ions chemistry takes place [11]. According to Coates
et al [11], the high density of negative ions in such areas may
play important roles in the formation of thiolins and many
other organic-rich aerosols that eventually fall, via the

atmosphere, to the surface [12]. When negative ions are
considered in a plasma, the charge neutrality condition gets
modified and, obviously, the increase in the negative ion
density reduces the electron number density and drastically
affects their shielding effect. This has a straightforward effect
on the nonlinear properties of the plasma environment, and
the subsequent ion-acoustic wave (IAW) characteristics.
Several contributions have pointed out the importance of the
balance between nonlinearity and dispersion in the formation
of IAWs in ENPs [13–15]. Especially, their modulational
instability (MI) has been addressed by a few authors, with
interest in the way some plasma parameters, such as the
electron-to-negative ion temperature ratio and the negative
ion concentration ratio, may affect the formation of modu-
lated IAWs [16, 17, 18–20]. Among the partial differential
equations that support the propagation of such waves, the
nonlinear Schrödinger (NLS) equation remains the most
famous, as it has been extensively derived from different
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plasma models [18–20].Its generalized version such as the
Davey-Stewartson equations were also derived, and their
solutions discussed [21, 22]. Recent developments have also
addressed Rogue wave solutions of the NLS equation, both in
one and two dimensions. [20, 21].

Soliton collision and interaction are interesting and fun-
damental nonlinear phenomena which take place when soli-
tary waves propagate in nonlinear media such as optical fiber
communications [23], the spinor Bose–Einstein condensates
[24], and plasma physics [21, 25, 26]. First predicted by
Zabusky and Kruskal [27], soliton interaction has been
observed in the laboratory in shallow water wave experiments
[28] and in plasma experiments [29–32]. During such a
process, two solitary entities approach each another and
interact, with some energy and position exchanges, and
continue to travel individually, keeping their waveform
and characteristics. Most of the works devoted to the study of
this phenomenon have been done for small amplitude plasma
waves supported by the Korteweg–de Vries (KdV) equation.
For example, the interaction of two counter-propagating
solitons of equal amplitude in complex plasmas was studied
experimentally and numerically by Harvey et al [33] who
found that the solitary wave with temporal delay results from
collisions. Tagare et al [34] found that rarefactive solitons
could be produced by small amplitude electron-acoustic (EA)
soliton interaction in magnetized plasmas containing cold
electron beam, background plasma electrons, and two-temp-
erature ions. New types of EA solitons were produced by the
head-on collision of solitary waves in electron beam plasma
system with isothermal hot electrons by Berthomier et al [35].
Verheest et al [36] studied head-on collisions of electrostatic
solitons in nonthermal plasmas using the KdV and the mod-
ified KdV equations. El-Tantawy [25] recently made use of
the extended Poincaré-Lighthill-Kuo (PLK) reductive per-
turbation method and studied the collisions of weakly non-
linear structures in an ENP consisting of Boltzmann electrons,
Boltzmann negative ions, and cold mobile positive ions.
Besides, many authors studied the nonlinear structures in
ENPs having one type of negative ions [37–39]. Moreover,
the propagation and the head-on collisions of nonplanar ion-
acoustic (IA) solitons in ENPs containing two different types
of negative ions were also addressed. Other contributions
have also shown that the system of equations governing the
physics of plasmas can be reduced to a pair of coupled NLS
equations. Remarkably, the coupled NLS equations that admit
soliton solutions are also well-known to support MI, with new
wave-coupling phenomena compared with the ordinary pro-
cess of MI. In that context, Gupta et al [40] studied the MI of
electromagnetic waves when relativistic effects are taken into
account via a pair of coupled NLS equations combining
transverse and longitudinal waves. The MI of plane waves
was addressed by Wright [41] using an integrable defocusing
set of coupled NLS, with a trigonal spectral curve. The MI of
two nonlinearly coupled upper-hybrid waves in plasmas was
studied by Kourakis et al [42] using coupled NLS equations
whose analytical solutions were also reviewed in the form of

Bright-bright and Bright-dark coupled envelope solitons.
Nevertheless, from the different studies conducted on the
emergence and interaction of solitary waves in ENPs, only a
few, if none, highlights MI arising from the interaction of two
wave packets in the context of coupled NLS equations. In this
paper, we embark in such an analysis and establish the strong
link between interacting bright envelope solitons and the
emergence of MI, and its dependence to relevant physical
ENP parameters, namely the electrons-to-negative ion temp-
erature ratio and the negative-ion concentration ratio.

The work is layed out as follows: section 2 introduces the
hydrodynamic model equations from which the coupled NLS
equations are derived using the multiple-scale perturbation
method. In section 3, we undertake the analytical study of the
linear stability analysis and MI of plane wave solutions of the
coupled NLS equations. A comprehensive parametric analysis
of MI phenomenon is carried out with insistence on the effect
of negative ion parameters. This is followed by some com-
putational applications of MI. The formation of single and
coupled bright envelope soliton excitations is discussed in
section 4, where explicit coupled soliton profiles are presented
along with their response to negative-ion parameter changes
during the head-on collisions. The results are finally sum-
marized in the concluding section 5.

2. Mathematical Model and coupled NLS equations

2.1. Model

Let us consider a three-component collisionless plasma con-
sisting of Maxwellian electrons and negative ions in addition
to cold mobile positive ions. In this system, the electron and
negative ions inertia are neglected due to the fact that IAWs
propagate at phase speed. The later is much higher than the
positive ion thermal speed which, in turn, is much lower
than the electron and negative ion thermal speeds. The self-
consistent electric field acting on a plasma retards the most
mobile charged particles, which usually leads to a Boltzmann
distribution of electrons. In the case of weak attachment
(when the self-diffusion of negative ions prevails over the
bulk processes), the Boltzmann distribution is realized for
both electrons and negative ions. In all cases of interest, this
situation takes place for a small role of attachment in com-
parison to the ambipolar diffusion of negative ions [43, 44].
The dynamics of IAWs in such plasmas can be described by
the following set of normalized hydrodynamic equations
[21, 22, 45]:
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. In the above set of equations, ni and u are respectively,
the number density and velocity of charged dusts (with mass m),
normalized by the unperturbed value n0 and the dust-acoustic
(DA) speed =c Zk T ms B e , with Te denoting the electron
temperature, kB the Boltzmann constant and Z the charged dust
state, i.e., the number of electrons per ions residing on the dust-
grain surface. f is the electrostatic wave potential normalized by
k T eB e , where e is the magnitude of the electron charge. The
time and space variables are normalized by the ion Debye length
l p= k Te e n4D B

2
0

1 2( ) and the ion plasma period w =-1

p -e n m4 2
0

1 2( ) , respectively. In equation (1c), s = T Tn e n

is the electron-to-negative ion temperature ratio, where m =e
n ne0 0 and m = n nn n0 0, with n0, nn0, and ne0 being the
unperturbed densities of the positive ions, negative ions,
and electrons, respectively. At equilibrium, the neutrality condi-
tion of the plasma reads m m+ = 1e n , where m = =n ne e0 0

a+1 1( ), with a = n nn e0 0 being the negative-ion con-
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2.2. The coupled NLS equations

In order to investigate the interaction of IAWs and derive the
amplitude equations for the plasma system considered here,
we make use of the multiple-scale expansion method [46, 47].
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time as = x xn
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Substituting equation (2) into equations (1), equating the
quantities with equal power of ò and keeping up to the cubic-
order terms in the perturbation expansion, we obtain the
following sets of differential equations:
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(iii) At order O 3( ),
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In order to derive the coupled NLS equations, solutions
for the field equations (3)–(5) should be found.
Therefore, for the order O 1( ), solutions for the set of
differential equations (3) are suggested as
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where N, ¢N , u1
1( ), ¢u 1

1( ), f1
1( ) and f¢1

1( ) are unknown
complex amplitudes to be determined from the solution
of the field equations. θ and q¢ are the phases defined by
q w= -t kx0 0 and q w¢ = ¢ - ¢t k x0 0, with ω and k (w¢
and ¢k ) being, respectively, the angular frequency and
the wavenumber of the progressive (regressive) wave.
Introducing equations (6) into equations (3), the
following solutions are obtained
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where, N* is the complex conjugate of N. The differential Eqs
(8) suggests us to seek for solutions n2, u2 and f2 as
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where N2
0ˆ ( )
, u2

1( )... p2
0( ) are some functions of slow variables.

Introducing these solutions into equations (8) leads to the set
of equations
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The expressions of the following functions of slow variables
are also carried out:
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Solving equations (10a) for u2
1( ) and f2

1( ), we have
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Comparing equations (12) to equations (10b) and taking into
account the dispersion relation, we obtain
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From equations (13), the nonzero solution for N must be
in the form x= ¼ ¼N N t x, , , ,2 2( ), where x l= -x t1 1,
with λ being the group speed of the progressive wave and

given by l = wa
k1

3

3 . We should, however, stress that the
group speed can also be derived from the dispersion relation
along with the phase speed. These two quantities, related
to the model under study, are represented in figure 1 versus
the negative-ion concentration ratio α for two values of
the electron-to-negative ion temperature ratio sn and the
wavenumber k. In general, the phase speed is higher than
the group speed, especially when k=1.5. However, for
k=0.5 and s = 22.5n , one clearly sees in figure 1(c), when
a  1, that lfv  , which is similar to a non-dispersive
plasma system, while for the rest of the cases, l>fv ,
meaning that the plasma medium is dispersive, which is
common in the -D and -F areas of the Earth ionosphere
[9, 10, 48].

The solutions for u2
1( ) and f2

1( ) from (12) become
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Here, one can note that x¢ = ¢ ¢ ¼ ¼N N t x, , , ,2 2( ) and
x l¢ = - ¢x t1 1. These suggest that the group speed l¢ of the
regressive wave is given by l¢ = w ¢

¢
a

k1
3

3 . The set given in
equations (10c) leads to the following solutions:
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Figure 1. The panels show the group speed l = w¶
¶k

and the phase speed =f
wv
k
versus the negative-ion concentration ratio α. Panels (a) and

(b) are plotted for σn=12, while panels (c) and (d) correspond to σn=22.5. Values for λ and vf are recorded for two values of the
wavenumber k=0.5 and k=1.5.
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We should however stress that the solution cannot be deter-
mined completely within the second order equation. We

therefore need the equations governing N2
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to which we add equation (10a). Keeping in mind that N and
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whose solutions are obtained as
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From equations (14) and (16), similar expressions are

obtained for ¢N 2
0( ), ¢u 2

0( ) and f¢2
0( ) provided that the unprimed

quantities are replaced by the primed ones. In order to com-
plete the multiple-scale procedure, we need the equations
governing N3

1( ), ¢N 3
1( ), u3

1( ), ¢u 3
1( ), f3

1( ), f¢3
1( ). In this framework,

by equating the terms in qexp( ) on one hand, and those in
q¢exp( ) on the other, we obtain the following set of equations

for the order O 3( ):
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Eliminating N3
1( ), u3

1( ) and f3
1( ) from equations (19) leads to
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Additionally, we introduce a new variable τ as t=t2 and
x lt= +x2 [46, 47], and we obtain the following NLS

equation:
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Through a similar procedure, applied to Eqs(20), the coun-
terpart of equation (22) is obtained in the form
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where a a¢ ¢,1 2 and a¢3 are respectively obtained from a a,1 2
and a3 by replacing w k,( ) by w¢ ¢k,( ). Further introducing the
change of variables x l x l l¢ = - ¢ = - - ¢x t t1 1 1( ) [46, 49],
equations (22) and (24)can then be rewritten in terms of ξ and
τ as
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In this work, we are interested in the particular case ¢ = -k k,
i.e., w w¢ = and l l¢ = - which clearly introduces the
counter-propagating character of the coupled solution. In
addition, we perform the dependent variable transformation
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N N iexp
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from equation (25b). One finally obtains the following cou-
pled NLS equations:
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The study of solitons as solutions of coupled NLS
equations have attracted lots of consideration these recent
years, this because they appear in a broad range of physical
settings and finds applications, for example, in biophysics
[50, 51], plasma physics [42], coupled electromagnetic waves
[52], electrical lattices [53–56] and Bose–Einstein Con-
densates [57], just to name a few. Usually, when the appro-
priate asymptotic method is applied to such generic models,
the coefficients of the coupled NLS equations depend on
system parameters, as it is the case for m1, m2 and m3 in the
system under study. For the specific case of ENPs, such
dependence is supported by the plots of figure 2, where the
coefficients m1, m2 and m3 are plotted versus the wavenumber
k, when ENP parameters change. We note from figure 2(a)
that for any value of α, the dispersion coefficients m1 remains
negative, as already reported in some recent works [16, 17,
18–20]. However, figure 2(b) shows that the coefficient of
nonlinearity m2 is also negative in some intervals of k, when
a = 0.1 and a = 0.4, but becomes positive when >k kcr,1.
Values of m2 related to a = 0.3 and 0.4are exclusively
positive. In figure 2(c), it is clearly obvious that for a = 0.1
and α=0.2, the nonlinear coupling coefficients μ3 is nega-
tive. For α=0.3 and α=0.4, μ3 is positive in some inter-
vals k<kcr,2, and negative for the rest of the values of k.
Here, the coefficients of the coupled NLS equations have
been plotted for s = 22n .

3. Modulational instability

MI, a process by which a plane wave breaks up into filaments
at high intensities, is a ubiquitous process that takes place in
many areas of physics. Over the years, MI has been identified
in a broad range of physical settings, among which hydro-
dynamics [58, 59], neural networks [60–62], plasma physics
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[16, 17, 42, 63–65], molecular biophysics [66–69], nonlinear
optics [70–72], and Bose–Einstein condensates [73–75], just
to name a few. In order to study the emergence of nonlinear
IAWs in the system of equations (26) via the activation of MI,
we consider its plane wave solutions to be = tWN a ei

0 n and
¢ = ¢ tW¢N a ei

0
n , given that the real amplitudes a0 and ¢a0, and

the frequenciesWn andW¢n satisfy the linear dispersion relation
m mW = W¢ = + ¢a an n 2 0

2
3 0

2. Small perturbations, d x ta ,( ) and
d x t¢a ,( ), around the above unperturbed states can be intro-
duced as d= + tWN a a ei

0 n( ) and d¢ = ¢ + ¢ tWN a a ei
0

n( ) ,
leading to the linearized equations
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Finally, assuming solutions for equations (28) to be
d = +x t x t-W - -Wa Ue Vei K i K *( ) ( ) and d ¢ = ¢ +x t-Wa U ei K( )

¢ x t- -WV e i K *( ), where K and Ω are respectively the wave
number and an arbitrary frequency of the perturbation, we
find the following homogeneous set of equations for U, V, ¢U
and ¢V :
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with the matrix elements being m m m= - =M a K M a,11 2 0
2

1
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12 2 0
2

and m=M a13 3 0
2. System (29) will admit non-trivial solutions if

its determinant is zero, which leads to the nonlinear dispersion

relation
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solutions of system (26), will then be stable if

> > D = - >A B A B0, 0, and 4 0. 312 ( )

In order to verify the above conditions, we have plotted in
figure 3 the parameters A, B and Δ versus the perturbation
wavenumber K. For the whole analysis, we have fixed a = 0.3
and considered s = 16n for figure 3(aj) =j 1,2,3, and s = 22n for
figure 3(bj) =j 1,2,3. Obviously, in all the cases, the parameter A
and the discriminant Δ are exclusively positive. The stability of
the plane wave solutions then depends only on the sign of the
parameter B which, for some values of ENP parameters and the
wavenumber k, presents both negative and positive intervals.
Additionally, we have plotted in figure 4 the parameters A, B and
Δ, which confirms that the coefficient B plays a fundamental role
in the stability of the the plane wave solutions. Indeed, in this
particular situation, for any value of the electron-to-negative ion
temperature ratio sn and the wavenumber k, only B is negative
for some intervals of α, while A and Δ remain entirely positive.
To remind, solutions for equation (30) are in general given
by W =  - A A B42 1

2
2( ). If <B 0, the solutions W+ of

equation (30) are real, while solutions W- are complex. In
this case, the growth rate of instability is determined by

G = W-Im 2{ }. Figures 3(a2) and (b2) give information on the
regions of K where B is negative. Such regions will be likely to
support wave modulation in ENPs. Some other results have also
been recorded in figure 3(cj) =j 1,2,3 for k taking the respective
values 0.8, 0.9 and 1. There also, only values of B are responsible
for the occurrence of MI. To confirm this, the instability growth
rate Γ as function of K, and for different values of k, is plotted in
figures 5. We note the existence of a critical value, kcr, of the
main wave number k. Thus, for <k kcr, Γ is a decreasing
function of k (see figure 5(a)), whereas, for >k kcr, Γ increases

Figure 2. Panels (a), (b) and (c) show plots of the parameters μ1, μ2 and μ3, versus the wave number k and different values of the negative ion
density ratio α. The dispersion coefficient μ1 is always negative while the nonlinearity coefficient μ2 and the coupling coefficient μ3 can
change signs according to intervals. For α=0.1 and 0.2, μ2 is negative for <k kcr,1 and becomes positive for >k kcr,1, while μ3 is always
negative. Conversely, For hight value of α, μ3 is positive for <k kcr,2 and becomes negative for >k kcr,2, while μ2 is always positive. We
have fixed σn=17.
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with k (see figure 5(b)). These results are valid only for the fixed
values, a = 0.5 and s = 15n , of ENP parameters.

Using the region of k that were detected in figure 5, we
further represent the growth rate of instability in figure 6
versus the perturbation wavenumber K and the negative-ion
concentration ratio α. For the case <k kcr, corresponding to
figure 5(a), we have the panels (aj) =j 1,2,3 of figure 6, where
two regions of instability are identified. As k increasingly
takes the values 0.1, 0.2 and 0.3, the smallest region of
instability tends to expand, while the region situated around
the interval a 0.5 1 tends to shrink. However, when
>k kcr, which corresponds to figure 5(b), we see from

figure 6(bj) =j 1,2,3 that there is only one region of instability
which expands to higher values of α when k takes the
respective values 0.8, 0.9 and 1, with s = 17n . We repeat
the same calculations and plot the growth rate of instability in
the s -K,n( ) plane as recorded in figure 7, with a = 0.8.

Panels (aj) =j 1,2,3 of figure 7, which corresponds to figure 5(a),
show a stretched instability zone along the s -n direction,
which gets progressively reduced when k takes successively
the values 0.1, 0.2 and 0.3. On the other hand, the case
>k kcr , related to figure 5(b), initially displays two regions of

instability for k=0.8. With increasing k, the instability fea-
tures of the plane waves get affected by the progressive dis-
appearance of the small instability zone, while the larger
region located at s > 10n gets expanded towards small values
of the electron-to-negative ion temperature ratio σn (see
figure 7(bj)j=1,2,3). These features clearly show the possibility
of obtaining modulated waves in the coupled system, espe-
cially when the ENP and wave parameters are suitably chosen
to ensure the balance between nonlinear and dispersive
effects. In order to confirm such analytical predictions, the
results from numerical simulations are shown in figures 8 and
9, where the plane wave is clearly found to disintegrate into

Figure 3. The panels show plots of the parameters A and B of equation (30), and its discriminant D = -A B42 , versus the perturbation
wavenumber K. For panels (aj)j=1,2,3 and (bj)j=1,2,3, the wavenumber k takes the values 0.1,0.2 and 0.3. For the upper panels, σn=16, while
for panels (bj)j=1,2,3, σn=22. Panels (cj)j=1,2,3 are plotted for different k with values 0.8, 0.9 and 1, with σn=16. All the curves are obtained
for α=0.3 and = ¢ =a a 0.050 0 .
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soliton-like objects. We should however stress that figures 8
and 9 have been obtained for α=0.1 and α=0.3, respec-
tively. For small values of the negative-ion concentration
ratio, the plane wave, at t=20, disintegrate into a train of
envelope structures, where that lateral ones grow progres-
sively with time, and one finally gets three identical structures
with small lateral radiations at t=70. The oscillation features
of the perturbed plane wave are very sensitive to change in α

as shown in figure 9 for α=0.3. In fact, at time t=20, the
MI gives rise to one breathing mode with two small satellites

that tend to grow with time. However, at time t=70 (see
figure 9(c)), the phenomenon of MI is characterized by one
highly localized soliton, surrounded by two low-amplitude
breathers and other satellites. Although the breathing mode is
highly modified by the increase in the negative ion concentration,
it remains obvious that the coupled-mode in ENPs can support
the formation of trains of solitons under the activation of MI. This
is a symmetry-breaking instability because of which a small
perturbation will experience exponential growth, leading to wave
breakup either in space or time. Interestingly, the plane wave

Figure 4. The panels show plots of the parameters A and B of equation (30), and its discriminant D = -A B42 , versus the negative-ion
concentration ratio α. Panels (aj)j=1,2,3 have been plotted for k=0.3, while panels (bj)j=1,2,3 have been recorded for k=1. Curves in each of
the panels correspond to the respective values 12.5, 13 and 14 of the electron-to-negative ion temperature ratio σn, with = ¢ =a a 0.050 0 .

Figure 5. The instability growth rate Γ versus the perturbation wavenumber K. Panel (a) shows the instability intervals of K for small values
of k and corresponds to the stability/instability features discussed in figure 3(bj)j=1,2,3, while panel (b) displays the growth rate of instability
for big K, and corresponds to the results of figure 3(cj)j=1,2,3.
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disintegration occurs in the same parameter regions where bright
solitons are observed, therefore confirming that MI is responsible
for the formation of breathers in plasma systems in general and in
ENPs particularly, as extensively discussed parametrically in the
literature [16, 17, 42].

4. Nonlinear excitations

According to the previous section, there is a strong relation-
ship between soliton solutions and the occurrence of MI,
because, as said so far MI is considered, to some extent, as

Figure 6. The MI growth rate is represented in the a -K,( ) plane in agreement with the predictions in figure 5. Panels (aj) =j 1,2,3 display
results for k=0.1, k=0.2 and k=0.3, while panels (bj) =j 1,2,3 show the stability/instability features for k=0.8, k=0.9 and k=1.0, with
s = 17n and = ¢ =a a 0.050 0 .

Figure 7. The MI growth rate is represented in the s -K,n( ) plane in agreement with the predictions in figure 5. Panels (aj) =j 1,2,3 display
results for k=0.1, k=0.2 and k=0.3, while panels (bj) =j 1,2,3 show the stability/instability features for k=0.8, k=0.9 and k=1.0, with
a = 0.1 and = ¢ =a a 0.050 0 .
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precursor of the bright soliton formation. Each of the elements
obtained in figures 8 and 9 can be found as exact solution of
the NLS or the coupled NLS equation.

4.1. Single solutions

In the single mode, the two equations are decoupled by set-
ting one of the components to zero. This reduces the system
(26) to single cubic NLS equations with dispersion and
nonlinear coefficients being μ1 and μ2, respectively. Setting
for example ¢ =N 0, we obtain the single NLS equation

t
m

x
m

¶
¶

+
¶
¶

+ =i
N N

N N 0, 321

2

2 2
2∣ ∣ ( )

whose solutions depend on the sign of the product μ1×μ2

depicted in figure 10. We should stress that when this product

is positive, bright solitons are obtained, while for
μ1×μ2<0, solutions for the NLS equation (32) are dark
solitons. In this work, we are interested in solutions that are
related to the occurrence of MI, i.e., bright solitons, explicitly
given by

x t
m
m

x m t= - x m t- -N n n n K e,
2

sech 2 ,

33

i K K n
0

1

2
0 1 0 1 1 1 1

2
0
2( ) ( )

( )

( ( ) )

where n0 and K1 are two free parameters. For instance,
according to figure 10(a), only the value α=0.1, for
σn=12 can give rise to such solutions. However, when σn
takes the value 17, it is possible to find intervals of k where
μ1×μ2 is positive for the two values α=0.1 and α=0.2
(see figure 10(b)). Such regions appear in the intervals

Figure 8. Panels show evolution of the electric potential f resulting from the activation of MI for a = 0.1, s = 17n , k=0.8, = ¢ =a a 0.050 0 ,
¢ = -k k and K=0.3, at times: (a) t=20, (b) t=40, (c) t=70 and (d) t=100.

Figure 9. Panels show evolution of the electric potential f resulting from the activation of MI for a = 0.3, s = 17n , k=0.8, = ¢ =a a0 0
0.05, ¢ = -k k and K=0.3, at times: (a) t=20, (b) t=40, (c) t=70 and (d) t=100.

Figure 10. The panels show plots of the product m m´1 2 versus the wavenumber k. (a) correspnds to s = 12n , (b) gives resultrs for s = 17n

and panel (c) is obtained for s = 22n . Each of the panels displays different features of m m´1 2 for different values of the negative ion
concentration ratio α.
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0<k<0.6 and 0<k<0.25, respectively for α=0.1 and
α=0.2. Finally, the case σn=22, depicted in figure 10(c),
also confirms the values α=0.1 and α=0.2 as the only
ones capable of supporting bright-type envelope solitons.
Regions corresponding to the two values are found in the
intervals 0<k<0.9 and 0<k<0.4, respectively for
α=0.1 and α=0.2. From equations (10), one can find the
solution in term of f so that the modulated IAWs in this case
can be fully described by the solution

f
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m

m l

w l
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which is represented in figures 11. This shows a bright-
envelope soliton which is very sensitive to the change in α.
This particular case corresponds to what was already dis-
cussed in [16], in a single-mode ENP. Bright envelope has
been widely discussed in plasma physics and find applications
in different classes of plasmas.

4.2. Coupled solutions

In the case of coupled solutions, the two components N and
N’ are considered to be different from zero. However, the type
of solution will depend on the sign of the coefficient

m m m m
m m

D =
-

-
, 351 2 1 3

2
2

3
2

( )

so that when Δ>0, equations (26) will admit bright soliton
solutions. On the contrary, when Δ<0, dark solitons will be

obtained as solutions. In doing so, we have represented Δ in
figure 12, where each panel corresponds to a different value
of the electron-to-negative ion temperature ratio. Each of the
panels of figure 12 also shows the sign of Δ with changing α,
the negative-ion concentration ratio. For regions corresp-
onding to Δ>0, solutions for individual equations (26) are
given by
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This leads to the coupled solution
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The behaviors of the above solution (37) are depicted in
figure 13, where the counter-propagating waves collide and

Figure 11. The panels show behaviors of solution (57). The snapshot of the space time evolution is plotted in panels (a) and (b), while panel
(c) displays the solution for different values of the negative ion concentration ratio α and time t=10, with s = 17n and k=0.1.
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keep their shape after interaction. The scenario has been
recorded at times t=−20, 0 and 20. In general, the two
colliding waves are asymmetric envelope solitons that are
known in many physical setting that support the propagation
of solitons. However, from panel (b) of figure 13, the com-
bined wave forms a pulse whose amplitude is obviously the
sum of both amplitudes. In order to qualitatively study the
impact of the ENP parameters, we have plotted the maximum
amplitude of the head-on collision in figure 14 versus α and
σn. In figure 14(a), the wave amplitude is the highest for
values of α close to 1, while the corresponding interval for σn
varies between 4.9 and 5.3. Here, we have fixed the wave-
number as k=0.9. In general, fmax(0, 0) is a decreasing
function of both α and σn. Otherwise, the amount of energy
exchanged between the two solitons is lowered by high values
of the negative-ion concentration ratio and the electron-to-
negative ion temperature ratio. When k=1.2, the later

behaviors remain, but highest values of the wave amplitude are
obtained for very small values of σn, which corresponds to
values of α in the interval 0.4�α�1 (see figure 14(b)). In
panel (c) of figure 14, the highest amplitude of the head-on
collision is also observed at the edge of the diagram, i.e.,
σn=1.2, while high energy exchange between the two solitons
is expected in the interval 0.3�α�1, for k=1.9. In this
particular case, energy exchange is likely to vanish for high
values of σn and α but, interestingly, for their other values,
soliton collision takes place. Moreover, figures 14(b) and (c)
support the fact that high σn and α cannot simultaneously
contribute to high energy exchange, which otherwise means that
high values of σn correspond to small values of α for efficient
energy exchange during head-on collision. This agrees with the
parametric analysis summarized in figure 12, where positive
values of Δ support coupled breather solutions under the com-
petitive effects of nonlinear and dispersive effects.

Figure 12. The panels show plots of the quantityD = m m m m

m m

-

-
1 2 1 3

2
2

3
2 versus the wavenumber k. Each panel contains results for different values of

the negative ion concentration ratio α, and panel (a) corresponds to s = 12n , panel (b) corresponds to s = 17n and s = 22n .

Figure 13. The panels show plots of the coupled solution (43). (a) and (b) show the spatiotemporal behaviors of the coupled soliton solution
for the respective values a = 0.1 and a = 0.2 of the negative-ion concentration ratio. (c)-(d) display the time effect on the solution for
a = 0.1. All the calculations have been made using the parameter values s = 22n , = ¢ =n n 0.80 0 , = =K K 0.051 2 , = 0.02, k=0.1
and ¢ = -k k .
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5. Concluding remarks

We have addressed nonlinear counter-propagating waves in
an ENP model. Through the multiple-scale expansion
method, the plasma evolution equations have been reduced to
nonlinearly coupled NLS equations, with coefficients strongly
dependent on negative ion parameters, i.e., the electron-to-
negative ion temperature ratio (σn) and the negative ion
concentration ratio (α). The study of MI of plane wave
solutions has revealed that such solutions may become
unstable under slight perturbations as the result of the inter-
play between nonlinear and dispersive effects. Some areas of
ENP parameters, were this is possible, have been detected in
the gain spectrum for small values of the wavenumber k of the
progressive wave. The outcomes of the nonlinear develop-
ment of MI predicted analytically have been identified via
numerical simulations. The so-called MI has manifested itself
through the formation of localized trains of pulses that are
very sensitive to changes in ENP parameters. In the same
context, we have also presented single and coupled soliton
solutions of the system, including the straightforward relation
with the MI phenomenon. A parametric analysis for the
maximum amplitude of the head-on collision was performed
where we have discussed the effect of wavenumber k on the
values of α and σn capable of giving rise to efficient energy
exchange between colliding breathing IAWs.

When negative ions are considered inertialess and in
Boltzmann distribution, as well as electrons, it remains that
the dynamics of the system is based on the positive ion

behaviors. For this reason, the system is described by a one-
fluid model instead of the two-fluid model. This consideration
that has been demonstrated in [43, 44] and taken up by
Mamun et al [45], allows to eliminate the equation of the
motion of negative species. Most of the contributions devoted
to the study of solitons in plasma systems and its relationship
with MI have always been reduced to the study of the linear
stability analysis, which somehow just indicates regions of
parameters where solitons can be observed, without giving
any information on their long-time evolution. Here, we have
indeed shown that predictions can be straightforwardly rela-
ted to pattern formation, in the context where counter-pro-
pagating waves are involved in the process of energy
transport via soliton head-on collision. Along the same line,
we have also shown that there is a strong interdependence
between the nonlinearity and dispersion, regulated by the
ENP parameters, and the phenomenon of MI. In doing so, we
have realized that high values of the electron-to-negative ion
temperature ratio and negative-ion concentration ratio could
not simultaneously contribute to high energy exchange, which
otherwise means that high values of σn are related to small
values of α for efficient energy exchange during head-on
collision.
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